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Preface

The idea that there are laws of nature is by no means the sole property of philosophers. That this idea is the key to
what science is, often appears as self-evident in popular thought: in The History of Landscape Painting, John Constable
writes ‘Painting is a science’ and he adds, unconscious of any leap in thought, ‘and should be pursued as an inquiry into
the laws of nature” That these laws constitute also walls of impossibility that border the course of events, is a constant
preoccupation of Dostoevsky's narrator in Notes from Underground: ‘all the same’, he says, ‘the laws of nature have
mistreated me constantly, more than anything else in my life’.

But the idea that there are such laws has also played a major role in philosophy concerned with science. We find this
idea perhaps most prominently in the philosopher-scientists of the seventeenth century, but it survived in ours even the
logical positivists' radical rejection of history. Reichenbach, Hempel, and Goodman themselves invoked laws to shed
light on issues prominently associated with their names. Their invocation was perhaps critical and tentative, but it
seeped into other areas of philosophy as certainty. When moral philosophers discuss free will, for example, should they
not be allowed to lean on such certainties as philosophy of science has established concerning cause, necessity,
counterfactuals, and nomological explanation? And similarly, given those supposed certainties, isn't it quite propet too
for philosophy of mind to approach uncritically the question whether there are psycho-physical laws?

In the first part of this book I shall argue that no philosophical account of laws of nature does or can succeed. In the
second I shall rebut the argument that we must believe in them nevertheless. Now if there are laws of nature we must
approach science in one way, but if there are no laws, we are freed to leave behind a whole range of traditional
problems. I make a proposal for how to do philosophy of science, and devote the third and fourth part to
contributions to the semantic approach (as Frederick Suppe baptized it) which I advocate. The emphasis will be on
symmetry, as a key to theory, though not in the sense that laws were.

This book was originally twice as long. When a general approach
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is announced and advocated, it remains hand-waving except to the extent that it is implemented. Accordingly, the now
missing part was devoted to a detailed study of the structure and interpretation of quantum mechanics. It will appear
separately, as Quantum Mechanics: An Empiricist 1 ien.

My colleagues in philosophy of science may be a little surprised by Part I, for the accounts of law taken up belong to
the area of metaphysics which they generally ignore. They are of course free to ignore that part and turn to the chapters
on inference to the best explanation, theories, symmetry, classical physics, and probability. I too lack sympathy for
metaphysics, though not in general: only for pre-Kantian metaphysics— and then only if practised after Kant. I have
tried to ensure nevertheless that none of my arguments rests on this rejection; otherwise my critique would not be very
effective. Those who don't care to engage the metaphysicians on their own ground, I would like to urge at least this: do
not rely on such concept as law without inquiring whether there is anything that could play the required role. For that is
similar to other philosophers relying unquestioningly on fifty-year-old philosophy of science.

There are many people and institutions I want to thank. The original manuscript was written during a sabbatical leave
(1986/7) supported by Princeton University and the National Science Foundation. Specific debts are acknowledged in
many sections, but I wish to thank Ernan McMullen, David Lewis, Storrs McCall, Wesley Salmon, Michael Tooley, and
Richard Foley for special help with Part I. For Part II I want to acknowledge the help and insights received from
Gilbert Harman, Richard Jeffrey, and Brian Skyrms. Elisabeth Lloyd helped me to see new possibilities in the semantic
approach to theories, and R. I. G. Hughes in the many uses of symmetry. Discussions with Brian Skyrms, Maria-Carla
Galavotti, and Nancy Cartwright helped with causality, while Roger Cooke helped with the intricacies of both classical
mechanics and subjective probability. Joint work with R. I. G. Hughes appears in the last chapter. Perhaps needless to
say, it was my valued teacher Wilfred Sellars and my eventual colleague Gilbert Harman who started me on the subject
of inference to the best explanation, a number of years ago. Margot Livesey suggested a good deal of stylistic
improvement in the first three chapters and I hope this had its effect on the later ones as well.
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Anne Marie DeMeo typed endless drafts of this material over a period of about three years, and kept my practical life
functioning even while I travelled; she deserves special thanks.

Finally, I want to acknowledge with some nostalgia the places where I wrote the draft during that initial year:

Vancouver, Victoria (BC), Montreal, Notre Dame, Bologna, Assisi, Rome, Jerusalem, Tiberias, Cambridge (Mass.),
Cleveland, and London.
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1 Introduction

When philosophers discuss laws of nature, they speak in terms of universality and necessity. Science too knows the
terminology of laws, both in title (‘Ohm's law’, ‘the law of conservation of energy’), and in generic classifications (laws
of motion’, ‘conservation laws’). Scientists, however, do not speak of law in terms of universality and necessity, but in
terms of symmetry, transformations, and invariance. You may open a scientific journal and read that some result was
reached on the basis of considerations of symmetry—never that it was found through considerations of universality
and necessity. Is the common terminology of laws still apt, or do we have here two discussions of entirely different
subjects?

In the seventeenth century Descartes, Newton, and Leibniz founded modern physics as well as modern philosophy.
They spoke freely in terms of laws of nature. There is now an informative historical study of the use of this word ‘law’
in science, due to Jane Ruby, which shows its manifold roots." Its central use is of course to denote the codes of
conduct and arbitration imposed by society or its rulers. But the cluster of its common uses has from antiquity
included references to laws of logic, of geometry and number, of poetic form, of optics, and so forth. The elements of
lawgiver and conscious subject are obviously not present in these peripheral uses. That should not surprise us. Our
own daily conversation gains its verve and vividness from transposition and generalization, as well as from analogy and
metaphor, all engaged in with little thought or scruple. Thus when Aquinas insisted that the participation of inanimate
nature in eternal law was just metaphor, he was perhaps rightly guarding against philosophical confusion but overly
strict about language.

What does beg for explanation however, is that for Descartes, Newton, and Leibniz, and many subsequent writers, this
term had come to stand for the central object of scientific inquiry, and for a pre-eminent candidate for explanation of
the charted phenomena. Why did the term not merely remain a manner of speaking—as
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Boyle explicitly said he used it, ‘for brevity's sake, or out of custom™—but come to stand for the very key to scientific
understanding of the world? I am not quite certain how such questions are to be answered; for it is not entirely clear
what contrast they pose, or what relevant scope they allow for answers. But in response I will offer a little speculation.
It will be brief and somewhat sketchy, but may serve as an introduction to more serious analysis.’

1. The Need for Global Constraints

The great scandal of pre-modern natural philosophy was the distance between physics and astronomy. The continued
inability to integrate them during our science's first two millennia, was chronicled in Pierre Duhem's To Save the
Phenomena and is now a familiar story.

The success of astronomy put into doubt the most basic principles of Aristotelian physics. Those principles, we can say
in retrospect, entail that a physical account must be entirely in terms of local conditions and local interaction. That
nothing moves, unless it be moved by something else, is Aristotle's first principle of physics. This applies not only to
local motion, but to all change. The local conditions which provide for the possibility of change, and of action of one
substance on another, are in turn characterized entirely in terms of the properties of the individual entities involved,
taken singly. These are the complexio (composition in proportions of the elements) and the occult properties (properties
not derivable from the complexio), some essential and some accidental. What happens admits of scientific explanation
only if it is a phenomenon which proceeds with necessity, from the natures of the individual substances involved, as
they act upon each other.*

The successful astronomical theory of Ptolemy did not look like this, and physicists did not succeed in recasting it in
this form. In the Renaissance, the situation did not at once appear to be much better for the New Sciences. For
Copernicus' theory is still a global description of elegantly choreographed movement—while the mechanical
philosophers insisted as much as the Aristotelians ever had, on an account purely in terms of local action and
interaction. This new insistence was in effect on a much more narrowly construed locality, because final causes were

banished, and only
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action by contact alone fits the mechanical mold. Robert Boyle later summed up the prescribed pattern of scientific
account concisely as follows: ‘I mean, by such corporeal agents as do not appear either to work otherwise than by
virtue of the motion, size, figure, and contrivance of their own parts (which attributes I call the mechanical affections
of matter).” There did not appear to be any action-by-contact mechanism to drive the clockwork of the heavens. Sir
Richard Blackmore, writing only shortly before all of England fell to Newton's sway, set the scandal to verse:

You, who so much atre vers'd in causes, tell
What from the tropicks can the sun repel?

If to the old you the new schools prefer,

And to the famed Copernicus adhere;

If you esteem that supposition best,

Which moves the earth, and leaves the sun at rest;
With a new veil your ignorance you hide,

Still is the knot as hard to be unty'd;

This problem, as philosopher, resolve:

What makes the globe from West to East revolve?
What is the strong impulsive cause declare,

Which rolls the ponderous orb so swift in air?

To your vain answer will you have recourse,

And tell us 'tis ingenite, active force,

Mobility, or native power to move,

Words which mean nothing, and can nothing prove?
That moving power, that force innate explain

Or your grave answers are absurd and vain. . . .°

Alternatively (as Blackmore did not see or grant) physics had to be allowed to extrapolate from necessities inherent in
local interaction, to global constraints.

By a global constraint I mean a principle that applies to a system as a whole, and is not equivalent to any principle that
applies distributively to the localized particulars or point locations in that system. As extreme illustration, imagine a
world in which the total mass is conserved, but by the happenstance that some bits of matter spontaneously appear in
random locations, to balance the mass that disappears elsewhere. Here the global principle of conservation of total
mass of the system is not derivable from principles that govern any proper part. The alternative which Blackmore gave
no
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sign of perceiving, is that physics could introduce principles which are global in this sense, though perhaps not quite so
extreme.’

Both the Aristotelian tradition in physics, and the mechanical philosophy, lacked justification for such a step. But there
was another tradition, not so inhibited.

The time was earliest morning and the sun
was climbing upwards with those very stars
that were its company when holy law

gave primal motion to their loveliness.’

Here in Canto I of the Inferno, Dante echoes a long tradition in which the world is indeed subject to global constraints:
God's decrees. The Scriptures and the Church fathers use the metaphor, or analogy, of law and lawgiving to describe
God's relation to the world.” In the great synthesis of the Middle Ages, Aquinas had wedded this Judaeo-Christian
world picture to Aristotelian philosophy.

But Aquinas had done this without giving any new licence to physics. On the contrary: Aquinas was at pains to contest
a preceding scholastic view that everything which happens, does so because it is directly and individually willed by
God."” This would seem to make science a pointless enterprise; according to Aquinas it also denigrates creation. Yet
theology points to God as ultimate cause. The reconciliation Aquinas offered was this: to explain why phenomena
happen as they do, requires showing why they must; this necessity however derives from the natures of the individual
substances involved—which themselves are as they are because of God's original design." Thus the necessity does
derive ultimately from God's decrees for the world as a whole, made at the point of creation—but detives proximately
from the local conditions and characters in the Aristotelian pattern:

the death of this animal is an absolutely necessary consequence of its being composed of contraries, although it was
not absolutely necessary for it to be composed of contraries. Similarly, the production of such and such natures by
God was voluntary; but, having been so constituted, something having absolute necessity comes forth from
them . . ."”

So Aquinas rejects the liberty to construe divine decrees in any form beyond the Aristotelian. But the liberty was there,
even if it was not fully exploited until Descartes insisted that God keeps the
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quantity of motion in the universe constant, and Leibniz postulated a pre-established harmony, that keeps all
substances in synchronic, correlated evolution:

in whatever manner God might have created the world, it would always have been regular and in a certain order.
God, however, has chosen the most perfect, that is to say the one which is at the same time the simplest in
hypotheses and the richest in phenomena, as might be the case with a geometric line, whose construction was easy,
but whose properties and effects were extremely remarkable . . . (Discourse on Metaphysics, vi).

We may be tempted at this point to say that the seventeenth-century concept of a law of nature is simply Aquinas's
concept of God's design, with the Aristotelian qualifications removed.”

If that were all, however, it would be altogether mysterious why this concept should have remained and been cherished
in the Enlightenment and thereafter. Indeed, if we look more closely at the seventeenth century we see an insistence,
even more adamant than Aquinas's, upon the autonomy of physics from theology. Descartes insists on it most
stringently (Principles, pt. 1, xxvii) and so does Leibniz (Disconrse on Metaphysics, X): ‘the physicist can explain his
experiments . . . without any need of the general considerations which belong to another sphere, and if he employs the
cooperation of God . . . he goes out of his path . . .~

This insistence nevertheless does not keep Leibniz from reiterating the gloss of Divine decree when he uses the term
‘law of nature’ (Disconrse, xvii), nor from discussing his own contribution of minimal principles in optics, or his
rudimentary law of least action, in that terminology (ibid. xix, xxi, xxii). What are we to make of this? Only, I think,
that the terminology of law was still soothing to the religious ear, while already taken to denote aspects of structure
entirely present and immanent in the world.

2. The Secular, Global, and Axiomatic Method

The Drang nach Antonomie of physics, even as developed by such theological thinkers as Descartes, Newton, and
Leibniz, needed an intermediate link between God's decree and nature. Aquinas had needed such a link to explain
proximate causation, and found it in the Aristotelian substantial forms (individual natures). For the
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seventeenth century another link was needed, one that could impose a global constraint on the world process. In
general terms this link was provided by the idea that nature has its inner necessities, which are not mere facts, but
constrain all mere facts into a unified whole. The theological analogy and dying metaphor of law provided the language
in which the idea could be couched.

This distinction between laws and mere facts suited philosophical reflection on science especially well, because science
had rediscovered the axiomatic ideal of theoretical form. All of science was to be developed more geometrico, with each
proposition about fleeting or replicable circumstances to be deduced as an instance of basic principles. Could this
format not mirror the exact way in which the small but chaotic realm of the senses instantiates the necessary and
universal law of nature?

Certainly Descartes's and Newton's great treatises on natural philosophy equate the laws with what the axioms are
meant to capture. Thus Part 2 of Descartes's Principles of Philosophy, develops his physics from the principles:

xxxvil. The first law of nature: that each thing as far as in it lies, continues always in the same state; and that which is
once moved always continues so to move.

xxxix. The second law of nature: that all motion is of itself in a straight line. . . .

xl. The third law: that a body that comes in contact with another stronger than itself, loses nothing of its movement;
if it meets one less strong, it lapses as much as it passes over to that body.

which are preceded by a much stronger principle, at once theological and global:

xxxvi. That God is the First Cause of movement and that He always preserves an equal amount of movementin the
universe.
Details in his deductions show that this is what we would now call a law of conservation of momentum, because
movement is measured by the product of velocity and quantity of matter. When Leibniz disputes this (Discourse, xvii) it
is only to replace it by another equally global principle: that the quantity not of movement, but of force, in the universe
is conserved. Given how he measures force, this is in effect what we would now call conservation of energy.

It may be objected that I have told this story very prettily, but
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just in terms of exactly those physicists who lost the battle for the foundations of modern science. Did not Newton,
the victor, restore locality by means of his forces, exerted by bodies on each other in equal action and reaction? And
could not the laws’ of conservation of momentum and energy be deduced from his laws of motion, which include no
specifically global postulates?

Newtonians may well have said or believed this, as part of their constant claims of superiority, but it is not correct. 1
would first of all underscore the Cartesians' complaint that Newton's mathematics did not bear out his verbal gloss.
This language of bodies exerting forces on each other is nullified by the fact that the ‘effect’ is instantaneous over any
distance. Is there anything more than a verbal difference between instantaneous action at a distance and pre-established
harmony, if there is no question of conscious agency? The mathematical analysis into equal but opposite vectors,
whose magnitudes and directions change continuously with time, does not turn this verbal distinction into a real one. If
a comet hits the earth, the moon wobbles at the very same moment as the earth does—to say that the moon too is
made to wobble by the collision looked to the Cartesians, and I think rightly so, as merely a baseless gloss on the
mathematical description of a perfect correlation.* And second of all I would emphasize the awareness—imperfect
until the nineteenth century—that Newton's laws of motion and force do not tell the whole story.” Perhaps it was
never fully realized before Helmholtz, but the global law of conservation of energy is an integral part of classical
physics, not entailed by Newton's axioms but still always implicitly assumed. The deduction of the conservation laws is
for conservative systems—and the universe, though by definition isolated, is not by definition conservative. Whatever
had been Newton's original hope or intent, modern physics gave us a world globally constrained into harmony.

3. The End of Metaphysics?

The somewhat speculative story I have now told means to show how the concept of law could have come to be taken
as the key to the structure of science, and how it could have continued to be so regarded in the secular atmosphere of
the eighteenth century. It does not explain why it should have continued in this fashion until
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today, and indeed my story suggests that it may be something of an anachronism. For the end of the eighteenth
century marks a great turning-point in philosophy, and the philosophical understanding of science could not remain
unaffected.

If everyone agreed on the project of separating science from theology, there was also a strong sentiment in empiricist
quarters to render it independent of metaphysics. By empiricism I mean the philosophical position that experience is
our source of information about the world, and our only source. The metaphysics attacked by Kant's Critigue was
characterized by its conviction that reason can bring us to logical—or as Descartes sometimes says, moral—certainty
of truths that transcend experience."” The understanding simply does not reach that far. The most one could achieve by
reason alone is a deduction, from the conditions required for experience to be possible at all, of general truths
concerning the structure of experience.

There was thus a point at the end of the eighteenth century when philosophers by and large agreed that metaphysics
was dead. Kant, who dominated all of Western philosophy for a century, had purportedly shown up this enterprise as
inherently and essentially mistaken. It involved after all the extrapolation of our concepts, familiar from daily
application in experience, to applications outside the reach of experience—and there cannot be for us even the
glimmer of a hope of the possibility of a warrant for such extrapolation. We can spin and weave our words into a rich
and colourful tapestry to depict ourselves weaving a likeness of ourselves in the world. But the result must inevitably
depict us as hopelessly ignorant of even the conditions under which the woven picture would be true. In science,
theorizing can always be harshly brought to a stop, through confrontations arranged within our experience; but
purported applications of our concepts outside experience can never be put to the question within experience.

Kant's Critigne ended most decisively the relative placing of metaphysics and science which Descartes had described so
strikingly: “Thus philosophy as a whole is like a tree whose roots are metaphysics, whose trunk is physics, and whose
branches, which issue from this trunk, are all the other sciences.”” In practice, as Kant must have perceived, the
progressive separation of modern science from metaphysics was already clear: the trunk and branches grew without
much attention to the shape of the roots, if any.
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Metaphysics was not the discipline on which science drew for its first principles. Instead, quite to the contrary,
metaphysical theorizing had implicitly begun to take as its touchstone that it should ‘save’ the sciences in much the way
that the sciences must ‘save’ the phenomena. If Kant's Critigue succeeded, the relation of philosophy to science was
henceforth quite different also from this submission, and of metaphysics there survives only the critical archaeology of
ideas to uncover the actual presuppositions in actual history of science, plus the analysis of possible presuppositions
that could constitute a foundation for science.

But such foundations, as Wittgenstein said apropos of mathematics, support science only in the sense in which the
painted rock supports the painted tower. The enterprise of philosophy of science so conceived is not essentially
different from the philosophy of logic, of mathematics, of morals, of law, of religion, and of art. It allows no
hierarchical relation, neither that of trunk to roots, nor that of roots to trunk.

The very name of metaphysics disappeared for a while from university curricula—history of metaphysics was the
history of an illusion. But of course the illusion did not die so easily. Post-Kantian philosophy, beginning as a critique in
imitation of Kant, soon thought it had found presuppositions which we must believe to be true, if reason—or at least
philosophy—was not to crumble into dust, and which relate experience to what is not experience nor shown in
experience. Under many guises, pre-Kantian metaphysics returned. Since internal consistency and human interest are
the only criteria that really operate there, metaphysics can go on and on, forever amending its story, venturing a little
here, withdrawing a little there—sometimes also producing a great artist, with a vision that unifies large vistas of
human thought, as if seen from a great mountain. And who would deny that art brings insight and understanding, as
well as beauty? But when it does we should credit the author, the muse, or Providence, and also ourselves; for insight is
recognition of the truth as true. Metaphysics, however, purports not to be ‘mere’ art.

What I have now written is of course only one view of our history, and by no means agreed on every hand. Sympathies
aside, it is clear that on such a view, no sense is made of science by depicting it as a part of metaphysics. And
sympathies aside, we all want to come together in the joint enterprises of philosophy of art,
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of law, of religion, and of science. We can do this if we look for clues to the structure of science inside science, inside
the human activities of theory-making, model-construction, experiment-design, hypothesis-testing, test-evaluation. In
the preceding sections we have seen how the idea of laws, and their distinction from mere fact, could act as a clue to
the structure of science. It may or may not continue to play this role effectively in an environment less hospitable to
(pre-Kantian) metaphysics. We should in any case look for other clues; and who knows which will give us the better
key to the aim and structure of science? The other great clue, which began to be discerned already in that same
seventeenth century, and which has steadily grown in visibility since, is symmetry.

4. The Birth of Symmetry

God, Thou great symmetry,

Who put a biting lust in me

From whence my sorrows spring,
For all the frittered days

That I have spent in shapeless ways
Give me one perfect thing'

Symmetry, like laws, is not an idea to be explained in one sentence. You can begin by thinking of a concrete
example—Roman law for the one, and mirror symmetry for the other; or the Napoleonic code, and the five perfect
solids. But then, with quickening interest, you will be struck by suggestive analogies—between law and necessity;
between rotation, which allows you to see the solid from all different angles, and intellectual abstraction. And soon you
may turn reflective, espying similar structure in your own thought—the necessity of logical consequence in an
argument, the symmetry of parallel solutions to essentially similar problems.

These remarks are at best tantalizing, I know. In a later part of this book, the idea of symmetry is to be explored
propetly. I shall end my introductory speculations here with a brief look at how symmetry also appeared, though as yet
unnamed and altogether unsung, in the context of seventeenth-century metaphysics.

In homage to the axiomatic ideal, Leibniz sketched a system of metaphysics, which begins with the proper concept of
God, deduces
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first of all His existence, and then exactly how he has created the world. It follows from this concept of God, that God
does not act except with sufficient reason. This entails that the general Principle of Sufficient Reason must also be
obeyed in any true description of the world, such as the special sciences aim to give us. Indeed, Leibniz proposed,
every last fact about the world must follow logically, though for many facts the chain of demonstration will be infinitely
long, and hence not to be arrived at a priori by a finite mind.

But we can read Leibniz subversively, and speculate how he has arrived, not at principles of physics by deduction from
the Principle of Sufficient Reason, but at that Principle by analogy and generalization from physics. In the Discourse on
Metaphysies he discusses a scientific development of great philosophical significance in his eyes. The ancients had already
arrived at the correct law of reflection for light: angle of incidence = angle of reflection. For example, if a light travels
from lamp A via a flat mirror to point B on the wall, then it was reflected at the point M of the mirror such that AM
and MB cut the mirror at equal angles. The ancient demonstration arrived at this conclusion by deduction, from the
prior principle that light will follow the shortest path between emission and arrival. (For an example of this sort of
demonstration, see the beginning of Chapter 10.)"

In the seventeenth century, Fermat had used similar reasoning to deduce Snell's law of refraction, in a way that Leibniz
regarded as a proper generalization: ‘it appears [the rays| follow the easiest way . . . for passing from a given point in
one medium to a given point in another medium’ (Discourse, xxiii). The generalization was as follows: if in different
media, the ray travels at different velocities, then the time of travelling from emission to arrival is minimized. Because
distance travelled equals velocity multiplied by time, it follows that when the velocities are equal (e.g travel through a
single medium) this new law also minimizes the distance travelled, thus yielding the old law of reflection as a special
case.

Leibniz was quite correct to point out the value for physical theory of such a principle of ‘least effort’. It was Leibniz's
peculiar contribution to see Fermat's demonstrations as of the same form as Hero's and Heliodorus' about
reflection—and allied to Aristotelian and medieval uses of final cause explanations—and
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finally to place them correctly as symmetry arguments, though Leibniz does not use that term.

Leibniz's reconstruction of these arguments goes roughly like this. Let it be given that the light travels from point A4 to
point B; demonstrate that its path will be the straight line 4B, if these points lie within an entirely homogeneous
medium. This is the problem; how does one approach its solution? The problem itself introduces a geometric figure:
the pair of points 4, B, and the direction from A4 to B. To define any other direction in space, not along the line 4B,
one would need to refer to some other point, line, plane or figure, which has not been introduced in the given. Any
rule governing the motion of light in this case must therefore either (2) imply that light follows the line AB, or (b)) draw
upon some feature X of the situation which could single out a direction not along that line. But the assumption that the
medium is homogeneous, rules out the presence of such a feature X to be drawn upon. Therefore. . . .

We cannot quite yet conclude that therefore light travels along the straight line. As Leibniz clearly perceived, we need
some bridge to get us from the fact that we could not possibly formulate any other rule here to the conclusion that
light—a real phenomenon in nature—must follow that rule. The bridge, for Leibniz, is that the world was created by
Someone who was in the position of having to solve these problems in the course of creation, and who would not
choose without a reason for choice. If there was no such feature X to be preferred, obviously none of the choices of
type () could then have been made. That God does not act without sufficient reason, implies that any correct science
of nature, satisfies the constraint of Sufficient Reason. In the above problem, the conclusion that we cannot formulate
any rule for the motion of light under these conditions, except that of rectilinear motion, yields then the corollary that
light can follow no other path. The Principle of Sufficient Reason is introduced to fill the gap in the sort of arguments
(the above, and also Hero's and Fermat's) here represented, and is in turn grounded in a certain conception of creation.

Leibniz put this Principle of Sufficient Reason to great tactical and polemical use, especially in his controversies with
Newton, carried on via Samuel Clarke. To give but one example, there can be no Absolute Space: if there were, God
would have had to choose to locate the world here rather than a few yards further on, and could have had no sufficient
reason for such a choice.” It will not
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be apparent from all this, why I have started using the term ‘symmetry’ here. In advance of our exploration of
symmetry in Part III, I can only give this hint: in the above example, the problem situation described was symmetric
about the directed line 4B, and the process described in the solution did not introduce any new asymmetry into the
picture. This is a little tantalizing, but the promise will be made good.

Leibniz did not create the symmetry argument, he celebrated it and raised it to the status of foremost clue to the
structure of the universe. He was right to discern it in ancient physics, and in his contemporaries (we shall see many
more examples during our inquiry). He did not, however, complete his insight. The Principle of Sufficient Reason
harbours ambiguities, and is at best a crude formulation of the form of argument Leibniz had definitely recognized and
utilized. And it is highly dubitable, in that it extrapolates from the activity of the intellect, to the structure of the world.
For Leibniz, the pursuit of symmetry in theorizing mirrored God's method of design for creation. For Descartes and
Newton, the division of propositions imposed by the axiomatic method mirrored the distinction of law and mere fact
in the world. When the scientific wish for autonomy was fulfilled, and the theological underpinning had been
discarded, the metaphors were dead—or rather petrified, and honoured as if carved in stone—but still accepted as
showing how the structure of science mirrors the structure of the world.

There is an alternative approach to the understanding of science, as I emphasized before: to study its structure in and
by itself, as a product of the intellect that strives to order and unify the deliverances of experience. Both the notion of
law and that of sufficient reason served as ‘transcendental clues’. Departing from structural features of theory, they
delineate the structure of any possible world allowed by physical theory—that is, the structure of its #odels. Both also
were honoured or distorted—one's philosophical sympathies are crucial here—by a reification which accepts them as
clues to the structure of the world being modelled. The alternative is to reject that reification.

However that may be, we must now enter upon a critical inquiry, first into laws and then into symmetry. Whether the
roles that laws were meant to play in philosophical thought can really all be
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assigned to a single concept, and to what extent some (or indeed, any) of these roles can be illuminated by symmetry,
we need to examine in detail.



Part | Are There Laws of Nature?



Introduction

In Parts I and II I shall be concerned with the philosophical approach to science which has laws of nature as its central
concern. After an initial discussion of criteria, Part I will focus on specific theories of laws of nature, recently proposed
and defended. I shall argue that these theories face an insuperable dilemma—of two problems whose solutions must
interfere with each other—which will occur for all theories of similar stripe. Epistemological arguments to the effect
that we must believe in the reality of laws regardless of such difficulties will be broached in Part II. Throughout I shall
keep in view the main question: can this approach to science, which looks to such deep foundations, possibly be
adequate to its subject?



2 What Are Laws of Nature?

This question has a presupposition, namely that there are laws of nature. But such a presupposition can be cancelled or
suspended or, to use Hussetl's apt phrase, ‘bracketed’. Let us set aside this question of reality, to begin, and ask what it
means for there to be a law of nature. There are a good half-dozen theories that answer this question today, but, to
proceed cautiously, I propose to examine briefly the apparent motives for writing such theories, and two recent
examples (Peirce, Davidson) of how philosophers write about laws of nature. Then I shall collect from the literature a
number of criteria of adequacy that an account of such laws is meant to satisfy. These criteria point to two major
problems to be faced by any account of laws.

1. The Importance of Laws

What motives could lead a philosopher today to construct a theory about laws of nature? We can find three. The first
comes from certain traditional arguments, which go back at least to the realist-nominalist controversy of the fourteenth
century. The second concerns science. And the last comes from a reflection on philosophical practice itself; for while in
the seventeenth century it was scientific treatises that relied on the notion of law, today it is philosophical writings that
do so.

The motive provided by the traditional arguments I shall spell out in the next section, drawing on the lectures of
Chatles Sanders Peirce.

The second and much more fashionable motive lies in the assertion that laws of nature are what science aims to
discover. If that is so, philosophers must clearly occupy themselves with this subject. Thus Armstrong's What Is a Law
of Nature? indicates in its first section, ‘the nature of a law of nature must be a central ontological concern for the
philosophy of science’.
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This does indeed follow from the conception of science found among seventeenth-century thinkers, notably Descartes.
Armstrong elaborates it as follows. Natural science traditionally has three tasks: firsz, to discover the topography and
history of the actual universe; second, to discover what sorts of thing and sorts of property there are in the universe; and
third, to state the laws which the things in the universe obey. The three tasks are interconnected in various ways. David
Lewis expresses his own view of science in such similar comments as these:

Physics is relevant because it aspires to give an inventory of natural properties. . . . Thus the business of physics is
not just to discover laws and causal explanations. In putting forward as comprehensive theories that recognize only
a limited range of natural properties, physics proposes inventories of the natural properties instantiated in our
world. . . . Of course, the discovery of natural properties is inseparable from the discovery of laws.'

But what status shall we grant this view of science? Must an account of what the laws of nature are vindicate this
view—or conversely, is our view of what science is to be bound to this conception? We know whence it derives: the
ideal of a metaphysics in which the sciences are unified, as parts of an explanatory, all-embracing, and coherent world-
picture (recall Descartes's ‘philosophy as a whole is like a tree whose roots are metaphysics, whose trunk is physics, and
whose branches, . . . are all the other sciences’). But this ideal is not shared throughout Western philosophy, nor ever
was.

By its fruits, of course, shall we know this tree. If, starting with this conception, philosophers succeed in illuminating
the structure of science and its activities, we shall have much reason to respect it. I do not share this conception of
science, and do not see prima facie reason to hold it.

On the other hand, if metaphysics ought to be developed in such a way that the sciences can be among its parts, that
does indeed place a constraint on metaphysics. It will require at least a constant series of plausibility arguments—to
assure us that the introduction of universals, natural properties, laws, and physical necessities do not preclude such
development. But this observation yields, in itself, only a motive for metaphysicians to study science, and not a motive
for philosophers of science to study metaphysics.
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The third and final motive, I said, lies in our reflection on philosophical practice itself. Even in areas far removed from
philosophy of science, we find arguments and positions which rely for their very intelligibility on there being a
significant distinction between laws and mere facts of nature. I can do no better than to give an example, in section 3
below; of one such philosophical discussion, by Donald Davidson, about whose influence and importance everyone is
agreed.

2.Peirce on Scholastic Realism

The traditional arguments are two-fold: to the conclusion that there must be laws of nature, and quite independently, to
the conclusion that we must believe that there are such laws. The first argues from the premiss that there are pervasive,
stable regularities in nature (sometimes itself backed up by noting the success of science). But no regularity will persist
by chance—there must be a reason. That reason is the existence of a law of nature.

The second argues that if the preceding be denied, we are reduced to scepticism. If you say that there is no reason for a
regularity—such as that sodium salts always burn yellow—then you imply that there is no reason for the regularity to
persist. But if you say there is no reason, then you can't have any reason to expect it to persist. So then you have no
basis for rational expectation of the future.

Chatles Sanders Peirce asserted, correctly, that the general form of such arguments appeared well before the idea of
laws of nature appeared in its modern sense.” Arguments of this form were given by the scholastic realists of the late
Middle Ages against the nominalists. Peirce himself devoted the first section of his fourth lecture, “The Reality of
Thirdness’, in his 1903 lecture series at Harvard, to his own variant of these arguments.” The lecture starts with the
assertion that something quite beyond what nominalists acknowledge, is operative in nature. Dramatically opening his
hand to the audience, Peirce displayed a stone (piece of writing chalk?):

Suppose we attack the question experimentally. Here is a stone. Now I place that stone where there will be no
obstacle between it and the floor, and I will predict with confidence that as soon as I let go my hold upon the stone
it will fall to the floor. I will prove that I can make a correct
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prediction by actual trial if you like. But I see by your faces that you all think it will be a very silly experiment.

Why silly? Because we all know what will happen.

But how can we know that? In words to be echoed later by Einstein, Podolsky, and Rosen, he answers ‘If 1 #ruly fnow
anything, that which I know must be real.” The fact that we know that this stone will fall if released, ‘is the proof that
the formula, or uniformity [which] furnish[es| a safe basis for prediction, is, or if you like it better, corresponds to, a
reality’. A few sentences later he names that reality as a law of nature (though for him that is not the end of the story).

Do we have here the first or the second argument, or both? We very definitely have the second, for Peirce clearly
implies you have no right to believe that the phenomena will continue the same in the future, unless you believe in the
reality in question. But the reality cannot be a mere regularity, a fact about the future ‘ungrounded’ in the present and
past, for that could not be known. Peirce did recognize chance, and agreed that anything at all could come about
spontaneously, by chance, without such underlying reasons. Therefore he does not subscribe to the validity of “There is
a regularity, therefore there must be a reason for it, since no regularity could come about without a reason.” However
he does not allow that we can know the premiss of that argument to be true, unless we also know the conclusion—nor
to believe the premiss unless we believe the conclusion. This is a subtle point but important.

He gives the example of a man observed to wind his watch daily over a period of months, and says we have a choice:
(a) suppose that some principle or canse is really operative to make him wind his watch daily’ and predict that he will
continue to do so; or else (b) ‘suppose it is mere chance that his actions have hitherto been regular; and in that case
regularity in the past affords you not the slightest reason for expecting its continuance in the future’. It is the same with
the operations of nature, Peirce goes on to say, and the observed regularity of falling stones leaves us only two choices.
We can suppose the regularity to be a matter of chance only, and declare ourselves in no position to predict future
cases—or else insist that we can predict because we regard the uniformity with which stones have been falling as ‘due
to some active general principle.
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There is a glaring equivocation in this reasoning, obscured by a judicious choice of examples. Sometimes ‘by chance’ is
made to mean ‘due to no reason’, and sometimes ‘no more likely to happen than its contraries’. Of course, I cannot
logically say that certain events were a matter of chance in the second sense, and predict their continuation with any
degree of certainty. That would be a logical mistake. Nor do I think that a person winds his watch for no reason at all,
unless he does it absent-mindedly; and absent-mindedness is full of chance fluctuations. But I can quite consistently
say that all bodies maintain their velocities unless acted upon, and add that this is just the way things are. That is
consistent; it asserts a regularity and denies that there is some deeper reason to be found. It would be strange and
misleading to express this opinion by saying that this is the way things are by chance. But that just shows that the
phrase ‘by chance’ is tortured if we equate it to ‘for no reason’.

Perhaps we should not accuse Peirce of this equivocation, but attribute to him instead the tacit premiss that whatever
happens either does so for a reason or else happens no more often than its contraries. But that would mean that a
universe without laws—if those are the reasons for regularities—would be totally irregular, chaotic. That assertion was
exactly the conclusion of the first argument. Hence if this is how we reconstruct Peirce's reasoning, we have him
subscribing to the first argument as well. His indeterminism would then consist in the view that individual events may
indeed come about for no reason, but not regularities.*

Peirce knew well the contrary tradition variously labelled ‘nominalist’ and ‘empiricist’, which allows as rational also
simple extrapolation from regularities in past experience to the future. He saw this represented most eminently by John
Stuart Mill, and attacked it vigorously. The following argument appears in Peirce's entry ‘Uniformity’ in Baldwin's
Dictionary (1902).” Of Mill, Peirce says that he ‘was apt to be greatly influenced by Ockham's razor in forming theories
which he defended with great logical acumen; but he differed from other men of that way of thinking in that his
natural candour led to his making many admissions without perceiving how fatal they were to his negative theories’
(ibid. 76).

Mill had indeed mentioned the characterization of the general uniformity of nature as the ‘fact’ that ‘the universe is
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governed by general laws’. (He did not necessarily endorse that form of language
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as the most apt, though he does again use it in the next paragraph.) Any particular uniformity may be arrived at by
induction from observations. The peculiar difficulty of this view lies in the impression that the rule of induction gives,
of presupposing some prior belief in the uniformity of nature itself. Mill offered a heroic solution:

the proposition that the course of nature is uniform is the fundamental principle, or general axiom, of Induction. It
would yet be a great error to offer this large generalization as any explanation of the inductive process. On the
contrary I hold it to be itself an instance of induction, and induction by no means of the most obvious kind.
(Collected Works, 392)

According to Peirce, Mill used the term ‘uniformity’ in his discussions of induction, to avoid the use of ‘law’, because
that signifies an element of reality no nominalist can admit. But if his ‘uniformity’ meant merely regularity, and implied
no real connection between the events covered, it would destroy his argument. Thus Peirce writes:

It is, surely, not difficult to see that this theory of uniformities, far from helping to establish the validity of induction,
would be, if consistently admitted, an insuperable objection to such validity. For if two facts, 4 and B, are entirely
independent in their real nature, then the truth of B cannot follow, either necessarily or probably, from the truth of
A. (Collected Papers, T7)

But this statement asserts exactly the point at issue: why should A4, though bearing in itself no special relation to B, not
be invariably or for the most part be followed by B? It is true that there would be no logical necessity about it, nor any
probability logically derivable from descriptions of A4 and B in and by themselves. But why should all that is true, or
even all that is true and important to us, be logically derivable from some internal connection or prior circumstance?

The convictions expressed by Peirce are strong, and have pervaded a good half of all Western philosophy. Obviously
we shall be returning to these convictions, in their many guises, in subsequent chapters. A law must be conceived as zbe
reason which acconnts for uniformity in nature, not the mere uniformity or regularity itself. And the law must be conceived
as something real, some element or aspect of reality quite independent of our thinking or theorizing—
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not merely a principle in our preferred science or humanly imposed taxonomy.

3. A Twentieth-Century Example: Davidson

Concepts developed or analysed in one part of philosophy tend to migrate to others, where they are then mobilized in
arguments supporting one position or another. From the roles they are expected to play in such auxiliary deployment,
we should be able to cull some criteria for their explication. A good example is found in recent philosophy of mind.

Is there mind distinct from matter? Peter felt a sudden fear for his safety, and said ‘I know him not’. The first was a
mental event, the second at least in part a physical one. But materialists say that the mental event too consisted solely in
Peter's having a certain neurological and physiological state—so that it too was (really) physical. Donald Davidson
brought a new classification to this subject, by focusing on the question whether there are psychophysical laws. Such a
law, if there is one, might go like this: every human being in a certain initial physiological state, if placed in certain
circumstances, will feel a sudden fear for his or her safety. Davidson denies that there are such laws, yet asserts that all
mental events are physical.

It may make the situation clearer to give a fourfold classification of theories of the relation between mental and
physical events that emphasizes the independence of claims about laws and claims of identity. On the one hand
there are those who assert, and those who deny, the existence of psychophysical laws; on the other hand there are
those who say mental events are identical with physical and those who deny this. Theories are thus divided into four
sorts: nomological monism, which affirms that there are correlating laws and that the events correlated are one
(materialists belong in this category); nomological dualism, which comprises various forms of parallelism,
interactionism, and epiphenomenalism; anomalous dualism, which combines ontological dualism with the general
failure of laws correlating the mental and the physical (Cartesianism). And finally there is anomalons monism, which
classifies the position I wish to occupy.’

This last position is that every strict law is a physical law, and most if not all events fall under some such law—which
they can obviously do only if they admit of some true physical description.
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Therefore most if not all events are physical. This is consistent provided that, although every individual mental event
has some physical description, we do not assert that a class of events picked out by some mental description—such as
‘a sudden feeling of fear’—must admit some physical description which appears in some strict law.

This point of consistency is easy enough to see once made. It does not at all depend on what laws are. But whether the
position described even could be, at once, non-trivial and true—that does depend on the notion of law. If, for
example, there were no distinction between laws and true statements in general, then there obviously are
psychophysical laws, even if no interesting ones. Imagine an omniscient being, such as Laplace envisaged in his
discussion of determinism, but capable also of using mental descriptions. Whatever class of events we describe to It,
this being can list all the actual members of this class, and hence all the states of the universe in which these members
appear. It can pick out precisely, for example, the set of conditions of the universe under which at least one of these
states is realized within the next four years. Davidson must object that what It arrives at in such a case is in general not
a law, although it is a true general statement.’

The form of objection could be anthropomorphic: although It could know that, we humans could not. Then the
cogency of the objection would hinge on the notion of law involving somehow this distinction between what is and is
not accessible (knowable, confirmable, . . .) to humans. The position of anomalous monism would no longer have the
corollary “Therefore most if not all events are physical’, but rather something like: every event which we humans could
cover in some description that occurs in a humanly accessible (knowable, or confirmable, or . . . ) general regularity, is
physical. In that case the position would seem to have no bearing at all on the usual mind-body problems, such as
whether the mental ‘supervenes’ on the physical (which means, whether our mental life being otherwise would have
required the physical facts to be otherwise).

Davidson's objection to the story about this omniscient genie would therefore need to be non-anthropomorphic. It
would have to insist on a distinction between what the laws are and truths in general, independent of human
limitations. The reason this being would not automatically arrive at a law, by reflection on just any
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class of events we mentioned to It, would have to be due to a law being a special sort of fact about the universe.

Davidson himself notes this presupposition of his argument, and places the burden of significance squarely on the
notion of law. What he then goes on to say about laws is unfortunately in part predicated on the logical positivists' very
unsuccessful approach to the subject, and in part deliberately non-committal: “There is (in my view) no non-question
begging criterion of the lawlike, which is not to say that there are no reasons in particular cases for a judgment’ (Essays,
217). This statement, which begins his discussion of laws, itself presupposes the positivists' idea that laws are simply
the truths among a class of statements (the ‘lawlike’ ones) singled out by some common element of form or meaning,
rather than by what the world is like. (Davidson comments ‘nomologicality is much like analyticity, as one might expect
since both are linked to meaning’ (p. 218). This presumption was later strongly criticized, for example by Dretske; at
this point we should note only that it is dubitable, and not innocuous. I do not mean to go further into how Davidson
discusses laws here; the point I wanted to make should now be clear.

The assumptions involved are that there is a significant concept of natural law, that the distinction between laws and
truths in general is non-anthropomorphic and concerns what the world is like, and that the correct account of laws
must do justice to all this. These are indispensable to Davidson's classification of philosophical positions on mind and
matter, to the arguments for his position, and for the significance of that position.” This is a striking illustration of how
general philosophy had, by our century, learned to rely on this notion of law.

4. Criteria of Adequacy for Accounts of Laws

If we do have the concept of a law of nature, this must mean at least that we have some clear intuitions about putative
examples and counterexamples. These would be intuitions, for example, about what is and what is not, or what could
be and what could not be, a law of nature, if some sufficiently detailed description of the world is supposed true. It
does not follow that we have intuitions of a more general sort about what laws are like. But when we are
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offered ideas of this more general sort, we can test them against our intuitions about specific examples.

The use of such examples and our intuitive reactions to them serves at least to rule out overly simplistic or naive
accounts of laws of nature. Their use has also led to a number of points on which, according to the literature, all
accounts of laws must agree. None of these points is entirely undisputed, but all are generally respected.

Disagreements about the criteria should not dismay us at the outset. As Wittgenstein taught, many of our concepts are
‘cluster concepts’—they have an associated cluster of criteria, of which only #0s7 need be satisfied by any instance. The
more of the criteria are met, the more nearly we have a ‘clear case’. This vagueness does not render our concepts
useless or empty—our happiness here as elsewhere depends on a properly healthy tolerance of ambiguity.

In what follows I shall discuss about a dozen criteria found in the literature. Some are less important, or more
controversial than others. We can use them to dismiss some naive ideas, especially cherished by empiricists—and in
subsequent chapters bring them to bear on the main remaining accounts of law. Nowhere should we require that all the
criteria be met; but any account should respect this cluster as a whole.

Universality

The laws of nature are universal laws, and universality is a mark of lawhood. This criterion has been a great favourite,
especially with empiricists, who tend to be wary of nearly all the criteria we shall discuss subsequently. There is indeed
nothing in the idea of universality that should make philosophical hackles rise, nor would there be in the idea of law if a
law stated merely what happens always and everywhere. The hope that this may be so must surely account for the
curiously uncritical attitude toward this notion to be found in even the most acute sceptics:

Whitehead has described the eighteenth century as an age of reason based upon faith—the faith in question being a
confidence in the stability and regularity of the universal frame of Nature. Nothing can better illustrate Hume's
adherence to this faith, and its separation in his mind from his philosophical scepticism, than his celebrated Essay
Of Miracles. The very man who proves that, for all we can tell, anything may be the ‘cause’ of
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anything, was also the man who disproved the possibility of miracles because they violated the invariable laws of
Nature."

That does not make Hume inconsistent. If what a law is concerns only what is universal and invariable, the faith in
question could hardly impugn Hume's scepticism about mysterious connections in nature beyond or behind the
phenomena. For in that case it would merely be a faith in matters of fact, which anyone might have, and which would
not—unlike the ‘monkish virtues’—bar one from polite society (the standard Hume himself so steadfastly holds out to
us).

Unfortunately this mark of universality has lately fallen on hard times, and that for many reasons. Let us begin with the
point that universality is not enough to make a truth or law of nature. No rivers past, present, or future, are rivers of
Coca-Cola, or of milk. I think that this is true; and it is about the whole world and its history. But we have no
inclination to call it a law."" Of course we can cavil at the terms ‘river’, ‘Coca-Cola’, or ‘milk’. Perhaps they are of earthly
particularity. But we have no inclination to call this general fact a law because we regard it as a merely incidental or
accidental truth. Therefore we will have the same intuition, regardless of the terms employed. This is brought out most
strikingly by parallel examples, which employ exactly the same categories of terms, and share exactly the same logical
form, yet evoke different responses when we think about what could be a law. The following have been discussed in
various forms by Reichenbach and Hempel:"

1. All solid spheres of enriched uranium (U235) have a diameter of less than one mile.
2. All solid spheres of gold (Au) have a diameter of less than one mile.

I guess that both are true. The first I'm willing to accept as putatively a matter of law, for the critical mass of uranium
will prevent the existence of such a sphere. The second is an accidental or incidental fact—the earth does not have that
much gold, and perhaps no planet does, but the science I accept does not rule out such golden spheres. Let us leave
the reasons for our agreement to one side—the point is that, if I could be law, if only a little law, and 2 definitely could
not, it cannot be due to a difference in universality.
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Another moral that is very clear now is that laws cannot be simply the true statements in a certain class characterized
in terms of syntax and semantics. There is no general syntactic or semantic feature in which the two parallel examples
differ. So we would go wrong from the start to follow such writers as Goodman, Hempel, and Davidson in thinking of
the laws as the true ‘lawlike’ statements.

We can agree in the intuitions invoked above, before any detailed analysis of universality. But we have also already
discerned some reason to think that the analysis would not be easy. In fact, it is extremely difficult to make the notion
precise without trivializing it. The mere linguistic form ‘All . . . are ... is not a good guide, because it does not remain
invariant under logical transformations. For example, ‘Peter is honest’ is in standard logic equivalent to the universal
statement ‘Everyone who is identical with Peter, is honest.” To define generality of content turns out to be surprisingly
difficult. In semantics, and philosophy of science, these difficulties have appeared quite poignantly.” Opinions in the
literature are now divided on whether laws must indeed be universal to be laws. Michael Tooley has constructed
putative counterexamples. David Armstrong's account requires universality, but he confesses himself willing to
contemplate amendment.” David Lewis's account does not require it.* In Part III we shall find an explication of
generality allied to concepts of symmetry and invariance. While I regard this as important to the understanding of
science, the generality we shall find there is theory-relative.

The criterion of universality, while still present in discussion of laws, is thus no longer paramount.

Relations to Necessity

In our society, one must do what the laws demand, and may do only what they do not forbid. This is an important part
of the positive analogy in the term ‘laws of nature’.

Wood burns when heated, because wood must burn when heated. And it must burn because of the laws which govern
the behaviour of the chemical elements of which wood and the surrounding air are composed. Bodies do not fall by
chance; they must fall because of the law of gravity. In such examples as these we see a close connection between ‘law’
and ‘must,” which we should stop to analyse.
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Inference.

The most innocuous link between law and necessity lies in two points that are merely logical or linguistic. The first is
that if we say that something is a law, we endorse it as being true. The inference

(1) Itis a law of nature that .4 Therefore, A

is warranted by the meaning of the words. This point may seem too banal to mention—but it turns out, surprisingly, to
be a criterion which some accounts of law have difficulty meeting. One observes of course that the inference is not
valid if ‘of nature’ is left out, since society's laws are not always obeyed. Nor does it remain valid if we replace ‘law of
nature’ by ‘conjecture’ or even ‘well-confirmed and universally accepted theory’. Hence the validity must come from
the special character of laws of nature. In Chapter 5, the problem of meeting this criterion will be called the problem of
inference.

Intensionality.

The second merely logical point is that the locution ‘It is a law that’ is intensional. Notice that the above inference
pattern (1) does remain valid if we replace ‘a law of nature’ by ‘true’. But something important has changed when we
do, for consider the following argument:

(2) Itis true that all mammals have hair.
All rational animals are mammals.
Therefore, it is true that all rational animals have hait.

This is certainly correct, but loses its validity if we now replace ‘true’ again by ‘a law of nature’. Another example would
be this: suppose that it is a law that diamonds have a refraction index > 2, and that as a matter of fact all mankind's
most precious stones are diamonds. It still does not follow that it is a law that all mankind's most precious stones have
a refraction index > 2. Here we see the distinction between law and mere truth or matter of fact at work.

Our first two criteria are therefore merely points of logic, and I take them to be entirely uncontroversial.

Necessity Bestowed.

The moon orbits the earth and must continue to do so, because of the law of gravity. This illustrates the inference
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trom It is a law that A to It is necessary that A; but this must be properly understood.

The medievals distinguished the necessity of the consequence from the necessity of the consequent. In the former sense it is quite
proper to say ‘If all mammals have hair then whales must have hair, because whales are mammals” The ‘must’
indicates only that a certain consequence follows from the supposition. For law this point was therefore already
covered above. The criterion of necessity bestowed is that there is more to it: if 17 is a law that A is true then also, rightly
understood, I7 is necessary that A is true. This necessity is then called physical necessity or nomological necessity (and is
now often generalized to physical probability).

Empiricists and nominalists have always either rejected this criterion or tried to finesse it. For they believe that
necessity lies in connections of words or ideas only, so ultimately the only necessity there can be lies in the necessity of
the consequence. This is not altogether easy to maintain, while acknowledging the preceding points of logic. Yet their
persistent attempts to reconstrue the criterion of necessity bestowed, so that it is fulfilled if ‘properly’ understood,
show the strength of the intuition behind it."”

Necessity Inherited.

There is a minority opinion that what the laws are is itself necessary.” This point definitely goes beyond the preceding,
for logic does not require what is necessary to be necessarily necessary. More familiar is the idea that there are many
different ways the world could have been, including differences in its laws governing nature. If gravity had obeyed an
inverse cube law, we say, there would have been no stable solar system—and we don't think we are contemplating an
absolute impossibility. But we could be wrong in this.

Of course, if laws are themselves necessary truths, their consequences would inherit this necessity. Therefore the
strong criterion of necessity inberited entails that of necessity bestowed. And since what is necessary must be actual, the
criterion of necessity bestowed entails that of inference. The entailments do not go in the opposite direction. So three of the
criteria we have formulated here form a logical chain of increasing strength.

Explanation

Such writers as Armstrong insist that laws are needed to explain
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the phenomena, and indeed, that there are no explanations without laws. This is not in accord with all philosophical
theories of explanation.” A more moderate requirement would be that laws must be conceived as playing an
indispensable role in some important or even pre-eminent pattern of explanation.

There does indeed appear to be such a pattern, if there is an intimate connection between laws and necessity (and
objective probability). It may even be the pre-eminent pattern involved in all our spontaneous confrontations with the
world. Witness that Aristotle made it the key to narrative and dramatic structure in tragedy:

And these developments must grow out of the very structure of the plot itself, in such a way that on the basis of
what has happened previously this particular outcome follows either by necessity or in accordance with probability;
for there is a great difference in whether these events happen because of those or merely after them. (Poetics,
5217-22)

This account of tragedy bears a striking resemblance to Aristotle's account of how science must depict the world, in his
Physies® The parallel is no accident, though one must admit that Aristotle's demands upon our understanding of nature
persisted longer than those he made upon our appreciation of literature.

What exactly is this criterion, that laws must explain the phenomena? When a philosopher—as so many do—raises
explanation to pre-eminence among the virtues, the good pursued in science and all natural inquiry, he or she really
owes us an account of why this should be so. What is this peatl of great price, and why is it so worth having? What
makes laws so well suited to secure us this good? When laws give us ‘satisfying’ explanations, in what does this warm
feeling of satisfaction consist? There are indeed philosophical accounts of explanation, and some mention laws very
prominently; but they disagree with each other, and in any case I have not found that they go very far toward
answering fhese questions.”'

Hence we should not get very far with this criterion for accounts of laws, if its uses depended greatly on the
philosophical opinions of what explanation is. Fortunately there are two factors which keep us from being
incapacitated here. The first factor is the very large measure of agreement on what counts as explanation when we are
confronted with specific, concrete examples. The other factor
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is the great degree of abstraction which characterizes many discussions of law. In Chapter 6, for example, we shall be
able to take up Dretske's and Armstrong's arguments concerning what is for them the crucial argument form of
Inference to the Best Explanation—and its relation to laws—without ever having to reproach them for the fact that
they nowhere tell us what an explanation is.

We shall encounter a certain tension between the criteria regarding the connections of law with necessity on the one
hand, and with science on the other. Here the concept of explanation could perhaps play an important mediating role:
If explanation is what we look for in science, while necessity is crucial to explanation and law crucial to necessity, then
that tension may perhaps be ‘aufgehober’ in a higher unity. We shall have to see.

Prediction and Confirmation

That there is a law of gravity is the reason why the moon continues to circle the earth. The premiss that there is such a
law is therefore a good basis for prediction. The second traditional argument which I briefly sketched above—and
illustrated from Peirce's lecture—goes on: and if we deny there is such a reason, then we can also have no reason for
making that prediction. We shall have no reason to expect the phenomenon to continue, and so be in no position to
predict.

If there is a problem with this argument today, it is surely that we cannot be so ready to equate having reason to believe that
A with believing that there is a reason for A. Linguistic analysis in philosophy makes us very wary of such pretty rhetoric.
But the equation might perhaps hold for the special case of empirical regularities and laws. Certainly, a form of this
second traditional argument is found very prominently in Armstrong's book. After canvassing some views on what
laws are, he notes a possibility which he says was brought to his attention by Peter Forrest:

There is one truly eccentric view. . . . This is the view that, although there are regularities in the world, there are no
laws of nature. . . . This Disappearance view of law can nevertheless maintain that inferences to the unobserved are
reliable, because although the world is not law-governed, it is, by luck or for some other reason, regular.”
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Armstrong replies immediately that such a view cannot account for the fact that we can have good reasons to think that
the world is regular. He gives an argument for this, which I shall discuss in Chapter 0.

A little of the recent history of confirmation appeared along the way in the article by Davidson which we discussed
above. While Davidson attempts no definition or theory of what laws are, he says among other things that laws are
general statements which are confirmed by their instances—while this is not always so for general statements. This
makes sense if laws are the truths among lawlike statements, and if in addition we (who assess the evidence) can
distinguish lawlike statements from other generalities. For else, how can instances count for greater confirmation?

But this idea receives rather a blow from the parallel gold and uranium examples we discussed above. These parallel
examples are so parallel in syntactic form and semantic character that the independent prior ability to distinguish
lawlike from other general statements is cast into serious doubt.

We should also observe that for writers on laws there is—and perhaps must be—a crucial connection between
confirmation and explanation. For consider the following argument: that it is a law that P could be supported by claims
either of successful explanation or of successful prediction (or at least, successful fitting of the data). But prediction
cannot be enough, for the second sort of claim works equally well for the bare statement that .A: I7 s a law that A
entails or fits factual data only in so far as, and because, A4 does. Hence confirmation for the discriminating claim I7 is
not only true but a law that A can only be on the basis of something in addition to conforming evidence. One traditional
candidate for this something extra is successful explanation.

This observation gives us, I think, the best explanation of why advocates of laws of nature typically make Inference to
the Best Explanation the cornerstone of their epistemology.

Counterfactuals and Objectivity

Philosophy, being a little other-worldly, has always been fascinated with the conditional form If (anteceden?) then
(consequent). When the antecedent is false (‘the conditional is contrary to fact’ or ‘counterfactual’) what speculative leaps
and fancies are not open
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to us? If wishes were horses then beggars would ride; if gravity had been governed by an inverse cube law there would
have been no stable solar system; if Caesar had not crossed the Rubicon, . . . . Being also a little prosaic, the
philosopher sets out to find the bounds of fancy: when must such a conditional be true, when false?

There is one potentially large class of cases where the answer is clear. If B follows from .4 with necessity, then If.A then
B is true and If.A then not B is false. Thus if iron must melt at 2000°C, it follows that this iron horse-shoe would melt if
today it were heated to that temperature . . . this is clear even if the horseshoe remains at room temperature all day. At
midnight we will be able to say, with exactly the same warrant, that it would have melted if it had been heated to
2000°C. Many other such conditionals command our intuitive assent: Icarus' father too would have fallen if his wings
had come loose, and so would I if I had stepped off the little platform when I went up the cathedral tower in Vienna.
We observe that in all such cases we intuitively agree also to describe our warrant in terms of laws. These facts about
iron and gravity are matters of law; if it is a law then it must be so; and if it must be so then it will or would be so if put
to the test.

This large class of cases falls therefore very nicely under the previous criterion of necessity bestowed. But the
requirement that laws be the sort of thing that warrant counterfactuals, has a much greater prominence in the
literature. Is there more to it?

In the mid-1940s, Nelson Goodman and Roderick Chisholm made it clear that there are mysteries to the
counterfactual conditional, which had escaped their logical treatment so far. This treatment did indeed fit necessary
implications. Typical sanctioned argument patterns include

Whatever is .4 must be B.
Therefore, if this thing is (were) both A4 and C, then it is (would be) B.

But can all conditionals derive from necessities in this way? Consider: if I had struck this match, then it would have lit.
It does not follow that if I had struck this match, and it had been wet at the time, then it would have lit. Nor, if I agree
that the latter is false, do I need to retract the former. I can just say: well, it wasn't wet. We see therefore that
counterfactual conditionals violate
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the principles of reasoning which govern ‘strict’ or necessary conditionals.

How are we to explain this mystery? Goodman did not explain it, but related it to laws.” We can, he said, support a
counterfactual claim by citing a law. We cannot similarly support it by merely factual considerations, however general.
For example it is a fact (but not a matter of law) that all coins in Goodman's pocket were silver. We cannot infer from
this that if this nickel had been in his pocket then, it would have been silver. On the other hand it is also a fact and a
matter of law that silver melts at 960.5°C. Therefore if this silver had been heated to that degree, it would have melted.
This observation, Goodman thought, went some way toward clearing up the mystery of counterfactual conditionals.
The mystery was not thereby solved, so the connection was inverted: giving warrant for counterfactual conditionals
became the single most cited criterion for lawhood in the post-war literature.

But the mystery was solved in the mid-1960s by the semantic analysis due to Robert Stalnaker and extended by David
Lewis. Unfortunately for laws, this analysis entails that the violations of those principles of inference that work
perfectly well for strict conditionals are due to context-dependence. The interesting counterfactuals which do not
behave logically like the strict ones do not derive from necessities alone, but also from some contextually fixed factual
considerations. Hence (I have argued elsewhere) science by itself does not imply these more interesting counterfactuals;
and if laws did then they would have to be context-dependent.” Robert Stalnaker has recently replied to this that
science does imply counterfactuals, in the same sense that it implies indexical statements.” An example would be:

Science implies that your materialist philosophy is due to a dietary deficiency.

This is a context-dependent sense of ‘implies’ (not of course the sense which I had in mind), because the referent of
‘you’ depends on context. Stalnaket's point is quite correct. But it leads us to conclude at best that the speaker may
believe that some law is the case, and holds its truth-value fixed in a tacit ceferis paribus clause (which gives the
counterfactual sentence its semantic content in this context). This is certainly correct, but is equally correct for any
other sort of statement, and cannot serve to distinguish laws from



36 ARE THERE LAWS OF NATURE?

mere truths or regularities. I suspect that the real use of Goodman's requirement concerned counterfactuals considered
true in cases where the corresponding physical necessity statement is also implied. If so, the requirement coincided in
philosophical practice with the requirement of bestowed necessity.

Context-Independence.

In view of the above, however, it is important to isolate the sense in which law statements cannot be context-
dependent. Stalnaker's sort of example leaves us with the requirement:

If the truth value of statement A4 is context-independent, then so is that of I# is a law that A.

Related to the context-independence of the locution ‘It is a law that’, but not at all the same, is the point that laws are
to be conceived of as objective.

Objectivity.

Whether or not something is a law is entirely independent of our knowledge, belief, state of opinion, interests, or any
other sort of epistemological or pragmatic factor. There have definitely been accounts of law that deny this. But they
have great difficulty with such intuitively acceptable statements as that there may well be laws of nature which not only
have not been discovered and perhaps never will be, but of which we have not even yet conceived.”

Relation to Science

We come now to a final criterion which is of special importance. Laws of nature must, on any account, be the sort of
thing that science discovers. This criterion is crucial, given the history of the concept and the professed motives of its
exponents.

This criterion too is subject to a number of difficulties. First of all, there is no philosophically neutral account of what
science discovers, or even what it aims to discover. Secondly, although the term ‘law’ has its use in the scientific
literature, that use is not without its idiosyncracies. We say: Newton's laws of motion, Kepler's laws of planetary
motion, Boyle's law, Ohm's law, the law of gravity. But Schroedinger's equation, or Pauli's exclusion principle, which
are immensely more important than, for example,
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Ohm's law, are never called laws. The epithet appears to be an honour, and often persists for obscure historical
reasons.

Attempts to regiment scientific usage here have not been very successful. Margenau and Lindsay note disapprovingly
that other writers speak of such propositions as copper conducts electricity as laws.”” They propose that the term should be
used to denote any precise numerical equation describing phenomena of a certain kind.* That would make
Schroedinger's equation, but not Pauli's exclusion principle, a law. Even worse: it would be quite easy to make up a
quantitative variant of the rivers of Coca-Cola example which would meet their criterion trivially.

Faced with this situation, some writers have reserved ‘law’ for low-level, empirical regularities, thus classifying the law
of conservation of energy rather than Boyle's law as terminological idiosyncrasy. To distinguish, these low-level laws
are also called phenomenological laws, and contrasted with basic principles which are usually more theoretical. Science
typically presents the phenomenological laws as only approximate, strictly speaking false, but useful. According to
Nancy Cartwright's stimulating account of science, the phenomenological laws are applicable but always false; the basic
principles accurate but never applicable.” It is therefore not so easy to reconcile science as it is with the high ideals of
those who see it as a search for the true and universal laws of nature.

The criterion of adequacy, that an account of laws must entail that laws are (among) what science aims to discover, is
therefore not easy to apply. Certainly it cannot be met by reliance on a distinction embodied in what scientists do and
do not call a law. Nor, because of serious philosophical differences, can it rely on an uncontroversial notion of what the
sciences (aim to) discover. The criterion of objectivity we listed eatlier, moreover, forbids identification of the notion of
law with that of a basic principle or any other part of science, so identified. For if there are laws of nature, they would
have been real, and just the same even if there had been no scientists and no sciences.

It appears therefore that in accounts of law, we must try to discern simultaneously a view of what science is and of
what a law is, as well as of how the two are related. These views must then be evaluated both independently and in
terms of this final criterion, that they should stand in a significant relationship.

Earlier in this century, the logical positivists and their heirs
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discussed laws of nature, and utilized that concept in their own explications and polemics. I shall not examine those
discussions in any detail. If we look at their own efforts to analyse the notion of law, we find ourselves thoroughly
frustrated. On the one hand we find their own variant of the sin of psychologism. For example, there is a good deal of
mention of natural laws in Carnap's The Logical Syntax of Langnage. But no sooner has he started on the question of what
it means to say that it is a law that all .4 are B, than he gets involved in the discussion about how we could possibly
verify any universal statement. On the other hand there is the cavalier euphoria of being involved in a philosophical
programme all of whose problems are conceived of as certain to be solved some time later on. Thus in Carnap's much
later book Philosophical Foundation of Physics we find him hardly nearer to an adequate analysis of laws or even of the
involved notions of universality or necessity—but confident that the necessary and sufficient conditions for lawhood
are sure to be formulated soon. The culmination of Carnap's, Reichenbach's, and Hempel's attempts, which is found in
Ernest Nagel's The Structure of Science, was still strangely inconclusive. In retrospect it is clear that they were struggling
with modalities which they could not reduce, saw no way to finesse, could not accept unreduced, and could not banish.

Having perceived these failures of logical empiricism, some philosophers have in recent years taken a more
metaphysical turn in their accounts of laws. I shall focus my critique on those more recent theories.

9. Philosophical Accounts: The Two Main Problems

Of the above criteria, never uniformly accepted in the literature, five seem to me pre-eminent. They are those relating
to necessity, universality, and objectivity and those requiring significant links to explanation and science.

But apart from the more or less piecemeal evaluation these allow, of all proffered philosophical accounts of laws, there
will emerge two major problems. I shall call these the problen: of inference and the problem of identification. As we shall see,
an easy solution to either spells serious trouble from the other.

The problem of inference is simply this: that it is a law that .4,
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should zmply that A, on any acceptable account of laws. We noted this under the heading of necessity. One simple
solution to this is to equate 17 s a law that Awith It is necessary that A, and then appeal to the logical dictum that necessity
implies actuality. But is ‘necessary’ univocal? And what is the ground of the intended necessity, what is it that makes the
proposition a necessary oner To answer these queries one must identify the relevant sort of fact about the world that
gives ‘law’ its sense; that is the problem of identification. If one refuses to answer these queries—by consistent
insistence that necessity is itself a primitive fact—the problem of identification is evaded. But then one cannot rest
irenically on the dictum that necessity implies actuality. For ‘necessity’, now primitive and unexplained, is then a mere
label given to certain facts, hence without logical force—Bernice's Hair does not grow on anyone's head, whatever be
the logic of ‘hair’.

The little dialectic just sketched is of course too elementary and naive to trip up any philosopher. But it illustrates in
rudimentary fashion how the two problems can operate as dilemma. We shall encounter this dangerous duet in its
most serious form with respect to objective chance (irreducibly probabilistic laws), but it will be found somehow in
many places. In the end, almost every account of laws founders on it.

Besides this dialectic, the most serious recurring problem concerns the relation between laws and science. The writers
on laws of nature by and large do not so much develop as presuppose a philosophy of science. Its mainstay is the tenet
that laws of nature are the sciences' main topic of concern. Even if we do not require justification for that
presupposition, it leaves them no rest. For they are still required to show that science aims to find out laws as construed
on their account. 'This does not follow from the presupposition, even if it be sacrosanct.

While I cannot possibly examine all extant accounts of laws, and while new ones could spring up like toadstools and
mushrooms every damp and gloomy night, these problems form the generic challenge to @/ philosophical accounts of
laws of nature. In the succeeding three chapters, we shall see the three main extant sorts of account founder on them.
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The account of laws David Lewis offers us is the least metaphysical of all those we shall examine. It is nearest to the
straight empiricist ‘regularity’ view, and attempts from the outset to put laws in touch with science. Lewis is well known
to be a realist with respect to alternative possible worlds, but we shall see that this realism is not crucial here. The only
metaphysics crucially involved is anti-nominalism: that is, a realist construal of the difference between ‘natural” and
‘merely arbitrary’ classifications.” In addition, we shall see that Lewis's account has prima facie considerable success in
meeting the criteria listed in the preceding chapter. But I shall argue that the successes are, in the end, only apparent.’

1. The Definition of Law

Lewis first presented his account in Counterfactuals. There he refers to F. P. Ramsey's 1928 account of laws as
‘consequences of those propositions which we should take as axioms if we knew everything and organized it as simply
as possible in a deductive system’.* John Earman points out that Ramsey was perhaps following John Stuart Mill's
System of Logic which says about the expression ‘Laws of Nature’

Scientifically speaking, [it] is employed . . . to designate the uniformities when reduced to their most simple
expression. . . . According to one mode of expression, the question, What are laws of nature? may be stated thus:
What are the fewest and simplest assumptions, which being granted, the whole existing order of nature would
result? Another mode of stating the question would be thus: What are the fewest general propositions from which
all uniformities which exist in the universe might be deductively inferred?’

We shall look at Lewis's refinements in a moment, but note first
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that this sort of approach gives no indication of dependence on realism about possible worlds, or modal realism. While
Lewis may present certain aspects of the account in terms of possible worlds, he can be followed there very well by
someone who regards those as the theoretical fictions of semantics. Mill offers us here an account which seems really a
sort of pattern for accounts of law, that could be elaborated by almost anyone, regardless of his views concerning the
nature of necessity or of science.

The first difficulty to be faced is that there are innumerable true theories about the world, all of which entail the
uniformities there actually are in nature. Mill suggests that we must pick out the theory which can be axiomatized by
‘the fewest and simplest’ or (equivalently?) ‘the fewest general’ propositions. This rather vague response to the
difficulty leaves a number of open questions. Will there be a unique such theory? And is simplicity the only thing that
matters? And is entailing the uniformities the single factual desideratum besides truth? And what is a uniformity
anyway, or simplicity?

Lewis's refinement meets this difficulty as follows: There are innumerably many true theories (in the sense of:
deductively closed sets of true sentences). Some of these are simpler than others, some are stronger (i.e. more
informative) than others. What we value in science is both simplicity and strength, so we wish for a propetly balanced
combination. The /aws are those sentences describing regularities which are common to all those true theories that
achieve a best combination of simplicity and strength. (If there can be better and better combinations ad infinitum, this
definition needs a technical adjustment, which I leave aside.)

I have written here as if simplicity, strength, and balance are as straightforward as a person's weight or height. Of
course they are not, and the literature contains no account of them which it would be fruitful to discuss here. Strength
must have something to do with information; perhaps they are the same. Simplicity must be a quite different notion.
Note also that we have here #hree standards of comparison: simplicity, strength, and balance. The third is needed
because there is some tension between the first and second, which cannot be jointly maximized. Sometimes a simple
theory is also more informative. But if we have a simple theory, and just add a bit of information to it, so as to make it
stronger, we will almost always reduce its simplicity. These are intuitive considerations that
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surely everyone shares. As soon as we reflect on balance, however, the certainty of our intuitions dwindles fast. A
person who weighs 170 pounds is overweight if he is five foot and underweight if he is six foot three—there we have a
notion of balance. But how shall we gauge when a gain in simplicity is well bought for a loss of information? When
does gain equal loss for two such disparate virtues?

So simplicity, strength, and balance are not straightforward. To utilize these motions uncritically, as if they dealt with
such well-understood triads as ‘under five foot five, over 200 pounds, overweight’ may be unwarranted. Still I shall
leave the legitimacy of these notions unchallenged, in as far and for as long as I can.’

As Lewis himself notes, there is a much more serious difficulty.” This difficulty appears exactly after we have agreed to
the use of simplicity as a criterion. In what language(s) are these theories formulated? Suppose that we form a new
language, in which simple predicates correspond to long and cumbersome constructions in our own. If we then
translate two of our theories into this new language, the verdict of simplicity between them may be reversed. This is
not merely an academic problem. When Poincaré asserted that, despite the logical possibility of doing otherwise,
physics would always remain wedded to Euclidean geometry, he based this assertion on a verdict of simplicity. But he
spoke at a time before the exploitation of differential geometry. Thereafter, these very considerations of simplicity told
against the retention of Euclidean geometry, just because geometric language had become so much more general and
rich in its descriptive powers. Philosophers of course have discussed more academic examples, with novel predicates
like: ‘grue’, meaning ‘green if examined before the year 2000 and blue if not’.

Should we count as best theories those whose translations win the competition in every language we could construct?
Then we cannot expect to find any best theories at all. Even if one true theory in our language has, among theories in
that language, the optimum combination of simplicity and strength, its translation into other language will not, in
general, preserve this virtue. If on the other hand we ask for those theories which each have that pre-eminent status in
some language, we must expect to obtain such a large class that they may have little more than tautologies in common.



IDEAL SCIENCE 43

The only remedy open to Lewis, as he himself explains, is to restrict the language(s) in which the candidate theories are
allowed to be formulated. On what basis could this restriction be made? Lewis assumes that the ‘correct’ language has
the simple extensional structure studied in standard logic, with predicates as only non-logical terms. Each predicate has
an extension: the class of things to which this predicate applies. Assert now that some classes—for example, the class of
stars—are marked by a real distinction, and other classes—for example, that of people whose names begin with
M—are merely an arbitrary grouping. Then a good way to select a ‘correct’ language appears: the basic predicates must
each have as extension such a ‘natural’ class. Other predicates may be introduced by definition only. Simplicity must be
judged before any definitions are introduced.

By adopting this remedy, Lewis makes it once more plausible—at least prima facie—that the class of laws, as defined,
will be an appreciably informative set of sentences. The remedy certainly has historical precedent in metaphysics.
Indeed, this insistence on the distinction between real and verbal or arbitrary classifications has often enough been
taken as a defining difference between late medieval realists and nominalists.* So I shall call the position here adopted
anti-nominalisn.

The account so far already has notable virtues. A law is a statement; but since theories are logically closed, any logical
equivalent of a law is also a law. A law is true; but true statements, however general or otherwise syntactically or
semantically privileged, are not always laws. What is a law is an objective question, whose answer is independent of
what science is actually developed in history, and indeed, independent of any other merely historical, psychological or
otherwise anthropocentric fact.” And surely science attempts to find for us true, strong, simple theories; so a fortiori, by
definition even, it seems that science is in pursuit of laws as defined by Lewis. Whether that is really so, we must now
investigate.

2. The Definition of Necessity

So far Lewis's account answers the question of what the laws are—in our world or, mutatis mutandis, in any world. But if
something is a law, then it is not only true, but necessary. How does Lewis



44 ARE THERE LAWS OF NATURE?

honour this criterion? Since he is well known for his realism about possible worlds, we expect to see this come into
play now. And so it does; but it does not play a crucial role for the account of laws as such. For the upshot is
simply—as we shall see—that I7 zs necessary that A is said to be true if A is implied by the laws of nature. This is, in
effect, the definition of necessity. Since the notion of law has been defined previously, without reference to what is true
in any other world, this way of honouring the criterion is open to even the most anti-metaphysical empiricist as well.

I shall be brief here about the connection between necessity and possible worlds, because I shall be discussing it at
greater length in the next chapter (where it will play a crucial role). The logical warrant for the ideas which I shall now
briefly describe will also be discussed at greater length there.

The logic of the word ‘necessary’ is such that any definition of the form ‘I# is necessary that A is true in a world x if and
only if A is true in every world which is possible relative to x°, meets the logical criteria. There are distinct senses of
‘necessary’ which in this way correspond to different relations of relative possibility. It suffices therefore for Lewis to
define a particular such relation, relative physical possibility. For this he offers:

wortld y is physically possible relative to wotld x exactly if the laws of x are all true in j.

Note that he does not require that the laws of x also be laws of y; they need merely be true statements in that other
world. The relevant sense of ‘necessary’ is introduced by

It is physically necessary that A is true in world x if and only if A is true in every world which is physically possible
relative to x.

And now we can deduce from these definitions:
It is physically necessary that A is true in world x if and only if A is implied by the laws of x.

Here ‘implies’ means ‘semantically implies’; that is, certain premisses imply 4 exactly if A is true in every possible
world in which those premisses are true.

This is a wonderful result. We may harbour a little doubt, due to its strength. Could not some individual matter of fact
be
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physically necessary without being entailed by the laws? But that question aside, a major desideratum has apparently
been met.

Is this part of the account metaphysical, in the sense abhorrent to empiricists? I think not. We have here only a
semantic analysis, a proposal for truth conditions which, in effect, define the clause ‘It is necessary that’. If one is not a
realist about possible worlds, one may tacitly read ‘world’ as ‘model of our language’. The definitional approach Lewis
uses here is available to all. Anyone who feels he has an adequate notion of law, can go on to equate physical necessity
with the status of being entailed by the laws. The use of this move by someone who believes all possible worlds to be
real, neither weakens nor strengthens its benefits. Whether the benefits of this move are real, and not merely apparent,
for the general account of laws, is an independent question.

This completes Lewis's account of laws and necessity. Its assumptions seem almost entirely acceptable even to
empiricists (perhaps entirely, to many) and its prima-facie successes are remarkable. So why not be content to accept
this reconstruction as conclusive?

3. Laws Related to Necessity

As we have found, on Lewis's account, the assertion that it is a law that 4 entails that it is physically necessary that 4.
This meets one of our main criteria. As we also saw, Lewis shows us here by example how the criterion can be met,
through a stipulative definition, by anyone who feels he has already an adequate notion of law.

It is hard, however, to escape the feeling that if the criterion can be met satisfactorily in this way, then it must be devoid
of all probative force. Doesn't Lewis meet the criterion by robbing it of significance?

The intuition behind the criterion is that the existence of a law that .4 makes it physically necessary that .4 (and, «
fortior, makes it true that A). I do not quite know what to make of this notion of making something necessary or true.
Of course I know well enough the traditional terminology of the ‘ground of necessity’, and the recently sprung-up
terminology of ‘truth-makers’. I also know the Aristotelian tradition of real necessities (as opposed to
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verbal necessities) grounded in real, substantial natures. So I, and you, gentle reader, have much circumstantial
evidence to suspect that if laws are merely definitionally connected with necessity, then they won't do the right job. But
none of this needs bother Lewis, if it only points to possible unhappiness with his account among eventual advocates
of archaic or anachronistic ideas.

To some extent, the complaint may be formulated in terms of explanation: that something is a law should explain why
something is physically necessary—and no fact can explain anything to which it is definitionally equivalent. I would like
to postpone this form of the objection to another section below.

What if Lewis replied that we should not reproach him for honouring by means of a definition any equivalence which
we independently accept? Then we may still fault him for not having tried to account for this equivalence, if there is
one. Why should anyone accept it, let alone take it to be so basic that it might as well be built into our very language?
This is not an idle question, I think. Let me give an example.

Consider the view that spatio-temporal relations among events are not s#Z generis but derive from physical relations such
as connection by signals, physical contact, and identity through time. (We need not assume that the reduction is
definitional, nor any particular version of the relational theory of space-time.) On such a view, one might wish to assert
that it is physically impossible for any signal to connect events E and F. One would wish to assert this exactly if one
held that E£ and F are simultaneous in some frame of reference. But this assertion cannot follow from any independent
facts about E and I via general laws. For the only relevant facts concern their space-like separation, which derives
from facts about signal connectability—the very subject of our statement.

Perhaps some will find this example fanciful, because they consider relational theories of space-time absurd. So let us
delve into our uneasiness about the definitional link between law and necessity in yet another way.

To say that we have the concept of a law of nature must imply at least that we can mobilize intuitions to decide on
proffered individual examples. Let us then consider a possible world in which all the best true theories, written in an
appropriate sort of language, include the statement that all and only spheres are gold. To be
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concrete, let it be a world whose regularities are correctly described by Newton's mechanics plus law of gravitation, in
which there are golden spheres moving in stable orbits around one another, and much smaller iron cubes lying on their
surface, and nothing else. If I am now asked whether in that world, all golden objects are spherical because they must
be spherical, I answer No. First of all it seems to me that there could have been little gold cubes among the iron ones,
and secondly, that several of the golden spheres could (given slightly different initial conditions) have collided with each
other and thus altered each other's shapes. If my intuitions are a bit strong for your taste, perhaps you will at least grant
that you feel no intuitive inclination to say Yes or to assert that the generalization is a law. But on Lewis's view it is a law
in this world that all golden objects are spherical, and also physically necessary. I say this on the basis of intuitive
judgements about simplicity and strength and their balance; but for such a simple world it does not seem difficult to
find the best true theory.

Could it be argued that some presumption of laws was involved in my use of the terms ‘gold” and ‘iron’ (along the lines
pethaps of Wilfrid Sellars's ‘Concepts as Involving Laws and Inconceivable Without Them’)? I think the response is
not open to Lewis, because his account of laws requires that the truth-values of all non-modal sentences be settled
beforehand, before the laws can be identified. Could it be argued instead that the world I have described is indeed
possible, but that I am wrong to balk at Lewis's conclusions about what its laws are? This would mean presumably that
my intuitions are warped by my knowledge of gold and iron in our own world. But suppose I said the large spheres of
that world were made not of gold, but of some substance I do not know;, call it §. I am then willing to say that, as far as
I can see, the simplest true descriptions of this world all contain the statements ‘All spheres are §” and ‘All §-things are
spheres’. But do I feel I have the warrant to say that, in such a world, S-things must be spherical? 1 do not. Truth and
simplicity just do not add up to necessity, as far as my intuitive reactions are concerned. No, I think that the
consequences of Lewis's view for this sort of example can be swallowed only if one downgrades radically the
connection between law and necessity.



48 ARE THERE LAWS OF NATURE?

4. Do Lewis's Laws Explain?

At first sight, it seems obviously true that laws of nature, in Lewis's sense, explain the phenomena. But after a second
and third look, the mystery is rather that this should have seemed so at all. What could have led us to think so?

We may imagine the following train of thought (though Lewis definitely does not present it to us). Science explains;
more generally, scientific theories explain. The best theories give the best explanations. But laws are the common part
of all best theories. Therefore they are the ingredients present in any best, overall explanation of what the world is like.
Surely that earns them the right to be called explanatory?

There are several assumptions here whose examination I wish to leave aside for now."

Even granting the assumptions,
the ‘therefore’ and ‘surely’ hide a great deal. Consider: tautologies are a common part of all theories; but they are not
explanatory. Also some very uninformative, near-tautologies are common to all the best theories, but would not be

called explanatory, even if they mark the beginning of any explanation.

This is to the point for we do not know about the set of laws in Lewis's sense—i.e. the common part of all the best
theotries—how informative it is. That is because we do not know the diversity of best theories. So what could make us
say at once: the common part of all the best theories must have the pre-eminent explanatoriness, which has always
been claimed for laws of nature?

To give an analogy, suppose that the three material goods are money, houses, and land. I have as much of these as all
rich men have—does it follow that I am rich? No, for one has little money but much land, one has only a small garden
but many houses, etc. What they a// have is at least a little money, at least a little garden, and at least a little house. So do
I, and am not rich at all.

This analogy is most troubling if one thinks of explanation as requiring, as a minimum, the provision of sufficiently
much relevant information (s#b specie whatever criteria of sufficiency and relevance you like). The difficulty remains, 1
think, even if we connect explanation essentially with unification rather than information—the unification of loads of
little theories and bits of factual information, which are subsumed and no longer isolated and separate. Thus to show
why Newton's theory was such an



IDEAL SCIENCE 49

achievement, we explain that Galileo's law for falling bodies and Keplet's laws follow from Newton's theory together
with only a few simple factual assumptions. The strength of Newton's theory (in the logical sense, informativeness) is
crucial to this point. If the laws form by themselves a very weak theory, there will be no parallel. The trade-off between
simplicity and strength, carried out in different ways to produce different ‘best’ theories, might well result in exactly this
situation for what Lewis calls the laws.

Let us turn to a second problem. We must still raise the independent question whether the best theories themselves
really are the most explanatory. In a first, perhaps trivial form, this is the question whether simplicity and strength,
propetly balanced, make for explanatory power. (If so, the above point that the common element—i.e. the set of
laws—cannot be expected to have those virtues, poses a real problem.) To this, Lewis could respond that if he could be
convinced they did not, he could revise the standard of comparison. Then he would say that the laws are what is
common to the most explanatory, true theories, whatever ‘explanatory’ means. But that is not such an easy way out as
it looks. For there was a reason why Lewis chose simplicity and strength to begin: the evidence from reports about
science, that something like those virtues are actually pursued there. Similar reports of course reach us from
philosophers of science about the pursuit of explanation. But if this were indeed a third pursuit, might there not be a
further trade-off, with scientists sometimes forgoing explanation for the sake of the other two desiderata? And if so,
might it not be that what is common to the best theories is not only weaker than they, but drastically less explanatory,
because the trade-off between explanation and the other virtues differs from best theory to best theory? That is exactly
what is to be expected in such a case—and so the apparent way out is not a good way at all.

Would it matter if the laws by themselves do not form a very explanatory theory? Well, it matters if you take the
conceptual link with explanation to be crucial to the idea of law. Here I have my third problem. If I write down the law
of radioactive decay, it is simply a sentence that might, as far as looks and content are concerned, be a mere truth (so
Lewis would say). Could the fact that this sentence is a theorem of all the best theories be cited as
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the explanation of the present behaviour of the Geiger counter in the presence of radium?

Let us turn the question around."” Why would it not be regarded as the right sort of fact about the world? Well, if #hzs
fact explains why radium behaves in that fashion, should we not be able to say that in the absence of this fact, cezeris
paribus, radium need not display this regularity? Suppose the contrary, therefore; suppose there is a best theory in which
this sentence is not a theorem. That means presumably that some ultimate science treats the equation describing
radioactive decay as an ancillary fact, theoretically isolated, which may be used in conjunction with deep principles of a
totally different sort to explain the behaviour of Geiger counters, in a footnote. Suppose also that only one, or at least a
small minority, of the best theories are like this; so if we could see them, we would regard them as admirable logical
trickery, achieving the aims of science by far-fetched logical devices. How would this look to someone who takes the
idea of law seriously, someone who is strongly inclined to insist that not mere facts but only laws can explain the
phenomenar Could he see the existence of such a theory as showing that the putative law of radioactivity decay is not a
law? He would instead say, I think, that the appearance of explanation can be produced by the logically ox#7¢, but not real
explanation.

To sum up: I have four serious doubts about whether the laws of this world, in the sense of Lewis, explain what
happens. The first is that explanation is crucially dependent on information, and that what is common to all the best
explanations may not be informative enough to be explanatory itself. The second is that the best theories, by the
criteria of simplicity and strength, may not be the best explanations. (They might not be, namely if explanation is
crucially dependent on some other feature, which requires sacrifice of simplicity, strength, or the balance between
them.) The third doubt is that the fact that something is a law—in the sense of Lewis—is perhaps not the sort of fact
that gives us an explanation at all, at least of the type laws were meant to give. Finally, I noted one additional doubt in
passing: the initial impression here that of course Lewis's laws explain must largely come from their location ‘at the ideal
end of science’, so to say; and I distrust that. This last doubt is the most weighty to me; but before turning to its
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examination, we must still stop to look at the properly metaphysical ingredient of Lewis's view.

5.Lewis's Anti-Nominalism:

Anti-nominalism is the view that some classes correspond to real distinctions, and others do not. This view has
appeared in many varieties, since Plato introduced it in his theory of Forms.

Thus some philosophers say that a class corresponds to a real distinction if its members have some property or universal
in common, which nothing else shares. For example, they might say, all green objects have a property in common,
namely the colour green. But the objects which are grue—which means, examined before 2000 AD and green, or else
not examined before 2000 AD and blue—do not have a special property in common. The predicate ‘green’ stands for a
real property and the predicate ‘grue’ does not. This is one possible account of the idea, and it involves, besides anti-
nominalism, a definite further idea about the the existence of a certain kind of abstract entities and their relation to
ordinary objects. Other philosophers speak instead of natural kinds and say that mice do, and humans do, constitute
natural kinds (mouse-kind and humankind) but their sum does not (there is no mouse-or-humankind).

Lewis pointed out quite correctly in his paper ‘New Work for Universals’ that his account of laws could be saved from
a serious problem by the addition of some such anti-nominalism. (See section 1 above.) The laws are to be taken as the
theorems of all the best theories formulated in a correct language. A correct language is one whose predicates all
correspond to real distinctions. If we call a class #atural exactly if it marks such a natural classification, corresponding to
a real distinction, then the requirement is: each predicate of a correct language applies to all and only the members of a
certain natural class.

As Lewis also saw, it does not matter in the present context what form of anti-nominalism is embraced. Any of them
will save him. So I shall also limit myself in this discussion to the minimum tenets of anti-nominalism. The division
between natural classes and merely arbitrary or artificial classifications is just assumed to be drawn somehow.
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Now if laws are to be what science hopes to provide in the end, then science had better hope to formulate its theories
in a correct language. And the guardians of this correctness can only be the scientists themselves. What basis could
there be for this hope? Is there anything in the process of scientific theorizing, theory choice, or theory evaluation
which would tend to lead it to correct language?

A priori only two types of affirmative answers could be given here. We could suggest that humans have a special
insight into the difference between natural and unnatural classes, and that this insight is one of the guiding factors in
science. On the other hand, we could suggest that, without any such insight, scientists will tend to end up with natural
predicates due to the ruthless weeding out of theories by empirical and/or theoretical success and failure. Let us look
at each alternative in turn.

Is it plausible to think that we humans are naturally fit to distinguish real distinctions among all the ones we can
describe? Recall that whatever we say must be combined with the following assertion: the most basic predicates of
science will in the long run tend to correspond to real classes. But the distinctions which we use so easily—green vs.
blue, hard vs. soft, mouse vs. cat—do not at all belong to the basic categories of physical science. Nor are they likely to
do so in the future. Indeed, science has progressively undermined the primacy of those categories which have priority
for us. Colours have had second-class citizenship for centuries, and the biological species—paradigm for Aristotle's
forms—have lost their theoretical status with the advent of evolution.

Indeed, evolution suggests a status for the distinctions we naturally make, that removes them far from the role of
fundamental categories in scientific description. Classification by colour, or currently stable animal-mating groups is
crucial to our survival amidst the dangers of poison and fang, This story suggests that the ability to track directly
certain classes and divisions in the world is not a factor that guides scientists in theory choice. For there is no such
close connection between the jungle and the blackboard. The evolutionary story clearly entails that such abilities of
discrimination were ‘selected for’, by a filtering process that has nothing to do with successful theory choice in general.
Indeed, no faculty of spontaneous discrimination can plausibly be attributed a different status within the scientific
account of our evolution. Even if successful theory choice will in the future
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aid survival of the human race, it cannot be a trait ‘selected for’ already in our biological history.”

Perhaps the distinctions we are able to track directly, and those which science honours in its basic terminology, are
both natural. Perhaps so; but the question was whether theory choice could tend to favour correct language because
the scientists can tell directly what is a natural predicate and what is not. We can't say Yes to this on the basis that
scientists have a good eye for natural classes of a sort which do 707 correspond to the basic scientific predicates. To be
fit for one task (avoidance of the common poisons, snakes, etc.) does not make one automatically fit for another.

So let us look at the second alternative. Is it possible that the selection of the more successful theories—uzs-g-vis
experimental data and theoretical criteria—will tend to favour formulation in a correct language? We must do a
thought experiment here first. Suppose that at a certain point in history, all the primitive scientific predicates are natural
ones. Now suppose that one scientist devises a theory which is simpler and more informative than any to be had so
far—but only by the use of new theoretical terms which do not stand for natural classes. Why should we think that his
theory should be judged inferior? New theoretical terms are typically not definable in terms of the old, and on the
other hand, are typically required for radical theoretical innovation. No, I expect that this would be the end of the
natural classes' winning streak—the incorrect language would take over.

How could we designate this as an evil day for science? Should we predict that scientific progress will be held up? But it
is quite conceivable that this errant new theory is part of one of the best theories, formulated in 7z language. And it is
conceivable that this new theory is simpler when formulated in its language, than any of its translations into correct
languages. After all, that was the reflection that set David Lewis on this round to begin!

The suspicion I have at this point is this: if there really is an objective distinction between natural classes and others,
and if laws in the sense of Lewis are what science hopes to formulate in the long run, then the only possible evidence
for a predicate being natural is that it appears in a successful theory. If that is so, then science can never be guided even
in part by a selection of natural over unnatural predicates. For the judgement of inferiority of any terminology on such
a basis can then be made only in retrospect,
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on the basis of some other lack of success. But in the absence of any selection for natural predicates, in independent
fashion, at the time of theory choice or evaluation, we can have 7o reason to expect that science will tend to develop
such a ‘correct’ language.

But even worse follows. To be precise: if the on/y link we have is that a predicate is more likely to be natural if it occurs
in a successful theory, then we shall never have warrant to think that any predicate is natural. This sounds paradoxical,
but consider the following example. Suppose

(a) 1 per cent of all available predicates have feature F
(b) 2 per cent of all predicates which appear in successful theories have feature I
(c) feature F is not correlated with any independently checkable characteristic.

Then it is clearly true that a predicate is more likely to be natural if it occurs in a successful theory—indeed, #wice as
likely. Yet we shall never have reason to have any but an extremely low opinion of any predicate's claim to naturalness.

I submit that there is no plausible way to improve on this dismal picture. To think that our opinion of such a claim
could cumulatively improve would require something like this: every time a predicate survives theory change, we must
raise our opinion of its claim to naturalness. But that is exactly what would be plausible if independent selection in
favour of naturalness were going on in theory change—the opposite of our present hypothesis.

Could we stand the problem on its head and identify the natural predicates, in Peircean fashion, as just those which will
in the long run remain part of the evolving scientific account of the world? In that case, what the natural predicates are
comes to depend on the actual history of our science, and perhaps on counterfactual judgements about how it would
continue to evolve in the absence of nuclear holocausts, Armageddon, and the like. A major desideratum for the
account of laws—that it makes them independent of any historical, psychological, or other anthropocentric
factors—appears to be abandoned. In any case, we cannot make any such suggestion to Lewis, who, quite propetly, (a)
wants an account of what the laws are of any world, inhabited by scientists or not, and (b) would evaluate
counterfactuals in terms of what the laws are and not define laws by means of counterfactuals.
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We see therefore that the anti-nominalist manceuvre, by saving Lewis's account from one peril, has precipitated it into
another. For it has produced unchartable distances between Lewis's best theories—and hence laws—and the theories
we could reasonably hope for at the ideal end of science. The two ideals have been radically separated. We turn now to
a very different line of thought that will point to the same separation.

6. Laws Related to the Pursuit of Science

One of the features of [Lewis's] account is that, on the assumption that scientific theorizing is an attempt to achieve
the best overall deductive system, it explains why we are normally justified in believing that the axioms and
theorems of the best available scientific theories are (or approximate) laws.

John Earman, “The Universality of Law™*

The last, but one of the most important criteria for an account of laws is this: the account should make it plausible that
laws of nature are the truths which science aims to discover. My phrasing should not be too strictly or prejudicially
construed. If the account makes it plausible that the laws, as defined, are part of the theoretical description of the
world provided by science in the long run, if all goes ideally well—that is enough. At first sight, Lewis's account has
this very important virtue. For prima facie, our hope for science, and our expectation of its achievement if all should
go ideally well, is that science reach one of the best true theories in our world. And by definition, all the ways in which
this hope could be realized will lead to the laws of nature, in Lewis's sense.

That this prima-facie virtue should be a real one, we found to be a crucial concern for the other desideratum of
explanation. Perhaps laws in the sense of Lewis can be expected to explain only in the sense that anyone tends to grant
at once that scientific theories explain. (We contrast this with the idea that laws should explain why the phenomena are
necessarily what they are, in some more substantial sense, which certain authors refuse to grant for laws in the sense of
Lewis.) But that expectation too requires a
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previous conviction, that laws are identifiable as just the sort of truths we may ideally expect to find in our scientific
theories.

Does Lewis's account fare well with this desideratum, upon due reflection? To reach the set of laws, on Lewis's
account, we successively narrow down the sets of true statements by means of criteria of selection conceived of as
purely syntactic and semantic (as opposed to pragmatic, which would admit as relevant also historical, psychological, or
other contextual factors). Everything will be well, therefore, only if we can maintain eizher that actual theory choice in
the history of science is by such criteria, or that it should be, or that it would be under ideal conditions. If not, we
cannot plausibly expect science to reach one of Lewis's best theories, even if all goes ideally well. But can we maintain
some such thesis about the history of science?

I have three reasons for saying No. The first is that the criteria for theory choice in science are not Lewis's criteria of
selection, and do not have the same general character. The second is that even if Lewis's selection criteria were among
those guiding scientific theory choice, his purpose would be defeated by the presence of additional criteria. The #hird is
that even if Lewis's selection criteria were the actual and sole actual criteria utilized in theory choice, reflection on our
starting-point will make it impossible to conclude that science tends toward one of Lewis's best theories as end point,
even ceteris paribus.

Lewis's selection criteria, to separate out the best theoties, are four: truth, simplicity, strength, balance. There is a fifth,
or perhaps I should say zeroth, criterion: the selection is made from theories formulated in a correct language
(languages with natural predicates). Now actual science begins with theories not known to be true, but in any case, not
very simple, not very strong, with regrettable sacrifices of simplicity for strength or vice versa, and formulated with
predicates for which we claim no virtue beyond familiarity. The progress of science will not choose among these; it will
modify them. We envisage therefore two processes: one a logical subdivision of the whole class of theories, and the
other a trajectory through that class, starting from a specific point. Question: should we expect the trajectory to land in
the target area which the selection marks out?

First of all we suspect that when theories are in competition, and one has the advantage of simplicity, that this
advantageous simplicity is a human, historically conditioned one. At this point
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in time, the language used is not entirely correct, but it is familiar to the contesting scientists. David Lewis's criterion of
simplicity would be applied (by someone outside history) as follows: first translate both theories into the correct
language, then compare those two new formulations as to simplicity. Even if the general criterion of simplicity is the
same, the verdict may well be reversed by the translation. But that real simplicity, which becomes apparent only upon
formulation in a language which the contesting scientists neither have nor know, cannot affect the outcome of the
contest! That outcome will only be affected by the simplicity felt and appreciated by the contestants.

This problem arises even if we think that the genera/ notion of simplicity is the same for the actual scientists as for
someone not historically conditioned in the same way. Of course, the problem is much worse if scientists' peculiar
education or aesthetic sensibilities enter their judgements of simplicity. In that case—and I fear it may be so—the
pious sound of the word ‘simplicity’ may be the only link between the two sorts of evaluation.

We also suspect that if two theories are in competition, and one has the advantage of strength (that is, informativeness),
the strength is peculiarly historical. For—information about what? Any sort of information? Information has a
generally agreed upon measure in the simple context of communication engineering. But if we laud a theory for
informativeness, that measure is not intended, I am sure. For in practice we call a theory more informative if it answers
more of our questions—and we are highly selective in what questions we pose. I think all scientists agree on the value
of accurate prediction of empirical phenomena. But even there Thomas Kuhn has charted historical variations in what
empirical information scientific theories have been required to give.” In addition, theories may be more or less
informative about what goes on behind the phenomena. The putative information it gives there is evaluated quite
differently by different scientists, at least until it issues in new empirical predictions. This is amply illustrated by the
differing nineteenth-century views on the value of atomic and molecular underpinnings for thermodynamics.

The general point is this: even if the measure of information is objective, and is just what Lewis thinks it is, the
operative principle of theory-evaluation will be in terms of waluable information. When the scientific community
apparently judges that one theory is more
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informative than its competitors, and should therefore be favoured, that favoured theory may well be one that is really
less informative all told. The reason is that historically conditioned values are modifying the judgement tacitly. The
perceived superiority with respect to desired and valued information, will issue in that apparent judgement of greater
informativeness pure and simple.

So far my first reason. Now I turn to the second reason: even if the actual evaluation of simplicity and strength in the
history of science coincide with the historically unconditioned evaluation, things may still not work out. The reason is
that there may be additional criteria operative in the historical evaluation—and I think there are. I would especially
mention the advantage a theory may have if it is more easily combined with theories outside the context. For example,
Lord Kelvin objected to Darwin's theory that natural selection needed more time than physics could allocate to the age
of the earth. Darwin's theory was not competing with physics; but incompatibility with the historically given physics
could have disqualified it from competition in biology, if Kelvin had turned out to be right.

Perhaps there are still further criteria at work in the history of science, beyond those considered by Lewis. All we need
is some suspicion of this sort. For then we have immediate reason to suppose that the process of theory choice will go
awry, from Lewis's point of view. All it needs is some extra criteria. Consider this parallel. One child says: the best
objects in this room are the largest. A second child says nothing but begins to compare the objects it finds two by two.
If it always discards the smaller, we may reasonably expect that—if it is not interrupted or deceived or whatever—it
will end up holding one of those items which the first child considered best. But if the second child has an additional
criterion—if, for example, it regretfully puts aside any object, however large, if it is red—we no longer have that
expectation. The largest objects may be a very different class from the set of largest non-red objects. We can no longer
expect their selections to be the same, if the second child displays azy decided preference guided by colour—for
example, if it always puts aside the red object unless it is at least twice as large as the other. As long as any other
proclivity is at work, the outcome will depend a great deal on the actual composition of the room's contents, and we
have no logical way to speculate about that.

Finally I turn to my third reason. Even if the criteria of historical
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theory choice were all and only those described by Lewis in his theory of laws, all would not be well. For the evolution
of science as a whole is historically conditioned by its starting-point, and by the schooled imaginations of its
practitioners. Again, an analogy. Let one extraterrestrial visitor to earth judge that the most beautiful animals here are
the largest, most active ones. He, she, or it must have some criterion of balance in mind; but obviously the class he
thus selects contains elephants and perhaps a few others. Now let a second such alien begin to breed mice, always
selecting from each generation the largest, most active ones. He will eventually have large active mice, but not large,
active animals. For a large mouse is still a small animal.

This ends my critique of a law-oriented eschatology of science. Should we now add that if I am right, so much the
worse for science? Are all reasons to think that science would not even ideally arrive in Lewis's target area zpso facto
reasons to expect that science will fail in its proper task?

By no means. As I see it, science aims to give us theories which are empirically adequate. The practitioners commit
themselves to one theoretical framework rather than another, if they judge, to the best of their cognitive ability, that
this is more likely to serve the aim of empirical success. They are acting in good faith if their selection criteria do
indeed, by their own lights, help rather than hinder, and at least do not sabotage, the pursuit of this aim. That they
should always act as best as they can, by their own lights, is their ethic and their conscience. They have also been very
successful in this pursuit, and have as much reason as anyone to believe in their enterprise. What I have been arguing is
that this positive trust in the actual process of science, establishes no link between its eschatology and Lewis's laws.
That the process of science leads to greater empirical success always gained through more beautiful intellectual
constructions, if all goes well, is implied (#odulo the meaning of ‘all goes well’). But that it leads to laws in Lewis's sense,
is not implied. Thus thete is no reason to equate Lewis's laws with what science pursues.

7. A Parable

High in the mountains by the eastern sea, the magicians have their own kingdom. It is small, compared to ours, not
much larger than our largest city, but rich with the gifts of magic and nature. High
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up it lies, on a still plateau where the rising sun brings warmth early every morning before it turns to us. The magicians
who live there seek to draw us with their subtle powers, but are hindered by the frailties of our own intellect and flesh.

In our kingdom, all manner of weakness of the eyes is hereditary. Our kings, whom few have seen, were always the
most far- and clear-sighted creatures on earth. In the sky they saw—so it is told—stars of fire to which they gave many
wonderful names, likening them to warriors, beasts, and jewel-studded girdles. Our soldiers too were always far-
sighted, and—then as now—strike fear in the heart of all that lives and moves beneath the sun. They detect enemies
before they come within stone-throwing distance, and signal each other with mirrors glinting in the sun. We ordinary
people of lesser stock, the craftsmen, fishers, and scholars, see as much as we need; though compared to them we live
as if in mist and haze.

This story is told of long ago. The magicians sent a dream to three kings, three soldiers, and three scholars. The dream
revealed the magical kingdom in all its glory, with such felt hope and grace as to be at once infinitely desirable. Each
dreamer resolved to seck the kingdom. But our minds are clouded in proportion to our eyesight, so the kings, soldiers,
and scholars did not learn equally much. The kings saw clearly the magicians' houses and castles, the high mountains,
and a brilliant star which they recognized, at its zenith. The soldiers saw only a mountainside, and green meadows in
the dawn; by the shadows they judged that the place must lie due east. They could not discern houses from rocks, nor
see any star. But such was the longing this dream inspired, that they knew it held a prize beyond what any campaign
could bring. Lastly, the scholars, as captivated as the others, received no inkling of whether the place was high or low,
though they too saw how the rising sun cast the shadows. Each group began its journey east, quite unbeknownst to the
others.

Many obstacles lay in the kings' path: rivers and ravines, hunger-maddened goblins and wolves, cliffs too steep to climb
and lakes too wide to swim. Almost every day they were diverted, now left then right, out of their way. But each night
the kings saw their guiding star and each dawn set out towards it. After three years and a day, the kings ascended the
eastern mountains, and were welcomed into the magicians' city.

The soldiers, trained to find their way across difficult terrain,
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and to judge direction accurately from shadows cast by sun and moon, struck east. Coming upon the hills, they
ascended. But the hills proved low, judging by their memories of old campaigns, and they knew they had not come to
the place they sought. Eventually, climbing almost unscalable cliffs, they came to the top of a mountain. As far as they
could see, there were no heights comparable to this. The high meadows were green and berries abounded, a lake held
trout. In the earth they found silver and gold, the bees gave up their honey, the trees gave them wood for building. In
their dream they had not seen the great magical castles, nor did they have the kings' grasp of how high the eastern
mountains are. So there they stayed, still a yeat's journey from the east, in bounty undreamed of in their old soldiers'
life—but still in poverty and want compared to the kings.

The journeying scholars did not have the kings' eyesight, nor the soldiers' fieldcraft. They did not know the place they
sought was high in the mountains. The magicians' kingdom could after all have been as glorious and rich if it had been
in a valley, and the east would still have been east if the land had run everywhere level to the sea. So they sought only
the east and indeed, if they had journeyed due east they would have arrived. To guide them they had a lodestone
compass, fashioned by our finest craftsmen. They attached a small light to the lodestone, which they sighted through
narrow slits in a screen, so as to draw a line with true direction. Thus their determination of the compass points was
exceedingly fine by night and day. Always after an obstacle they used a small sand-clock to gauge the time they had
needed, departing from true; set up their compass again, and adjusted their path. Yet at every turn, some minute angle
was lost, whether to south or north. The proportion of deflections favoured, ever so slightly overall, the south. After
five years of travel they came upon the sea, where they found a land of milk and honey, warmth and welcome among a
friendly people. There were green fields and the sweet taste of dates ripened in the sun. To the north, across an arid
desert, there lay soaring mountains, they were told. But they had come to the easternmost shore, and there they stayed.
A half year's journey to the north, lay the incomparable intellectual splendours of the magicians' land, where
scholarship had already bloomed for ten thousand years.

Many generations have repeated this tale, which could only have
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come to us from a returning king, still shining with the magicians' knowledge. The soldiers remained, happy, in the
lower mountains, and the scholars, also happy, by the eastern shore. Are we right to describe our fellow scholars of so
long ago, as in error? They truly travelled east, by the finest determination human hands and sight allowed them. Of
course they realized that their instrumentation was not infinitely fine, and that such a journey could not have a single,
pre-ordained end. But what they found, at the easternmost point by their reckoning, was paradise by their lights—they
would not have been content with less. Yet we sigh; their light seems dim and poor to us who, though of the same
benighted kin, have pictured to ourselves magicians, kings, and stars. Some say the tale is not a history of long ago, but
a vision of our far future. In these republican days, some even say that our kings never had their fabled power of sight,
and no one ever will. Whatever be true, we pity those scholars, our brothers, who only found happiness, but never that
true home with its true riches.

8. Conclusion: Deceptive Success

The reason why I liked Lewis's theory of laws must have been clear from the beginning. First of all, the account
involves very little that could be associated specifically with (pre-Kantian) metaphysics. Lewis himself is a realist about
possible worlds, but his account of laws could be accepted word for word by someone who regards possible worlds as
(semantic) theoretical fictions. The second reason is that the account makes a real effort to establish a link with science.
The laws, as defined, should be good candidates for what science will ideally arrive at, and the fundamental principles
of science should be good candidates for laws. By defining laws in terms of good, better, and best theories about our
wotld, Lewis makes a sincere effort to honour this desire.

So what are the difficulties that render the account inadequate? They are of two sorts—the ones I have taken up, and
the ones that Lewis himself points out in later writings.

In his Philosophical Papers, vol. ii, David Lewis proposes an amendment to his account of laws. He introduces the notion
of objective chance, in the first instance to broaden his account to cover the probabilistic theories of contemporary
physics. This
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generalization of the notion of law he concludes, ruefully, not to admit of the sort of treatment given to non-
probabilistic laws. So he admits chance as a separate category. Then, in his definition of law, he replaces the set of true
theories, by the set of those theories which never had any chance of being false. He writes “The field of eligible
competitors is thus cut down. But then the competition works as before. The best system is the one that achieves as
much simplicity as is possible without excessive loss of strength, and as much strength as is possible without excessive
loss of simplicity. A law is a regularity that is included . . . in the best system’ (p. 120).

I have chosen to concentrate on Lewis's original theory for three reasons. The first is that the difficulties I see for the
original, more limited account seem to me to persist almost entirely intact for the recent, amended account. It is true
that after cutting down the field of competitors, the criteria of simplicity, strength, and balance have less work to do.
But we can't really tell how much less; so we cannot evaluate the import of this remark at all. Secondly, I wanted to
make clear that difficulties faced by an account of laws are not brought on by its recourse to metaphysics. In Lewis's
original account, there is an absolute minimum of metaphysics, and I did not need to raise an objection to this minimal
presence as such, to find what I regard as debilitating difficulties. This will make clear to ametaphysical philosophers, 1
hope, that accounts of law turn to more metaphysics out of need, not idiosyncratic preference. With Lewis's amended
account, this would not be nearly so clear, because with chance as a separate and irreducible notion, the reality of
possible worlds does become crucial. Finally, I conjecture that new difficulties introduced by the ontological reification
of chance will affect Lewis's new account as much as some others to be discussed. (These last two reasons will be
clearer, I think, after the discussions of chance and its relation to opinion in the next three chapters.) A conjecture is
not a firm reason, but it may incline.

To complete our overview let me summarize the problems discussed in this chapter which already affect the earlier
version of the account.

It is true that the account does not presuppose modal realism. Unfortunately, the moderation with respect to
metaphysics made the account vulnerable to charges that it does not respect real necessity, in several ways."* Secondly,
the laws of this world, in Lewis's sense, are not at all guaranteed to be explanatory. If the
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best theories are the best explanations, then those laws are part of every best explanation of the world as a whole. But
the laws themselves may well lack those very features that make the best theories explanatory. And thirdly, the attempt
to link up with science founders, in my opinion, inevitably. For the criteria for better and best theories utilized, must be
such as to leave it an objective matter, independent of history and psychology, what truths are laws. That means that
the equation we are tempted to trust—the best theories are those theories which science could or might reach, should
all go ideally well—is simply divorced entirely from the equation that defines best theories for Lewis. I see no remedy
for this.

Most of all, we see here the dilemma posed by the problems of inference and of identification, which I discussed at the
end of the preceding chapter. Lewis formulated his definitions in such a way that there can be no question about the
validity of ‘It is a law that 4; therefore, .4.” The inference problem is thus successfully handled. And to begin, it seemed
that identification too was unproblematic. But that turned out not to be so, because the criteria for better and best
theories—crucial to the definition of law—were not translation invariant. The consequent introduction of the notion
of natural classes and predicates, led to an identification problem which I believe to be unsolvable. The attempts at
identification examined put laws out of touch with science even if otherwise granted to be workable.

As we go on now to other accounts of laws, we shall find more and more pre-Kantian metaphysics, and at the same
time, less and less contact with science. For Lewis's account there was still a point to serious discussion of the
eschatology of science—there will be little point to it later in this part. The notion of necessity, and the idea of very
strict criteria for explanation of what is as what has to be—these will be honoured all the more. I cannot hide my
conviction that if Lewis's account had been more successful, it would have been foolish to look further—but there it is.
The last hope for an empiricist account of law, that a little sacrifice to anti-nominalism would ward off peril, is gone.



4 Necessity, Worlds, and Chance

The conceptual framework in terms of which we have been operating points to the following definition of natural
law: A natural law is a universal proposition, which holds in all histories of a family of possible histories. . . .
‘Concepts as Involving Laws and Inconceivable without them’.

Wilfred Sellars, p. 309.

The accounts of laws of nature to which we shall now turn, I call necessitarian. For in these accounts, unlike in Lewis's,
necessity comes before law in the order of definition. They are also less ambitious, for they do not attempt to
characterize necessity and laws by means of commonly understood relations between theory and fact. Instead they
begin with a substantial assumption of reality: the reality of other possible worlds besides our own. I shall begin with a
critical assessment of that assumption; thereafter I will mostly grant it for the sake of argument.

This chapter will focus also on physical probability, which gives a new shape to the idea of law. This will introduce
questions which, I maintain, necessitarian accounts cannot answer—questions which we shall confront again later,
however, for they arise today for any philosophy of science.

1. Are There Other Possible Worlds?

Since realism about possible worlds will now play such an important part, I propose a suspension of our disbelief for
most of the discussion. But here, and finally again at the end, I shall briefly examine this realism and its support, and
outline (even more briefly) the corresponding anti-realist stance.

The recent respect for possible worlds derives from their use in semantics. Let us first see how they are used there, and
then consider an argument for their real existence.
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Modal terms like ‘necessarily’, ‘possibly’, ‘actually’ obey certain logical rules. The venerable modal square of opposition
(see Fig. 4.1) summarizes the main ones. The vertical arrows signify implication or valid inference. For example, as the
medievals codified it: necessity implies actuality and actuality implies possibility. The diagonal lines marked ‘cont’ link
mutually contradictory propositions: each is exactly the other's denial. ‘Cntry’ means that the linked statements are
contraries (could not both be true), and ‘subentry’ that they are subcontraries (could not both be false). To know this
diagram is to have a very good initial grasp of the valid inference patterns in modal discourse.

Fig. 4.1. The Modal Square Of Opposition
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This understanding about arguments is thus available before we have asked, what the conditions are under which
modal statements are true. A semantic theory will answer that question, at least at some level of generality. The answer
it gives must bear out the correctness of the above square of opposition—that is, a semantic theory must save the
phenomena of inference! And a clue to how to do this has also been available for many centuries: it is the similarity of
the above diagram to the guantifier square of opposition (see Fig. 4.2). Here an assumption is clearly present: something,
correctly designated as This B, exists.

The following theory now suggests itself. There are other ways the world could have been—briefly, there are possible
wortlds, the actual one and some others. ‘Actual’ is like ‘this’, ‘necessary’ like “all’, and “possible’ like some. To be precise,
call a world an A-world exactly if proposition A is true of it. Then Fig. 4.3, which is a specific instance of the quantifier
square of opposition, indicates clearly how to translate modal discourse into discourse about possible worlds. This is a
graphical summary of the truth-conditions
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Fig, 4.2
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for modal language which the semantic theory presents. Thus I is possible that there are chimaeras is true if and only if #here
are possible worlds of which ‘I'here are chimaeras’ is true, or more perspicuously, There are possible worlds in which there are
chimaeras, 1s true.

Fig, 4.3
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This semantic theory—standard reference, truth, and possible world semantics—was greatly elaborated beyond the
initial stage. In the 1960s and early 1970s especially, it went from success to success in philosophical logic, and
theoretical linguistics. Consider now the argument:

1. There is a proposition A such that both 17 is possible that A and 1t is possible that not A are true.
2. There are at least two possible worlds.
3. There is at least one other possible world, besides the actual one.

The first is a premiss offered for your acceptance. The second follows then by the above semantic theory (given 1,
there must be an 4-world and also a world which is not an .4-world). The
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conclusion 3, which follows from 2, expresses exactly the view we call realism about possible worlds.

Let's not quarrel with the premiss, but ask instead how we get from 1 to 2. This step is made on the basis of a semantic
theory, and that theory, as we said, has been very successful. But what sort of success did it have? Did it lead to
predictions, that could be checked by observation? To suggest that the answer is Yes (also for their other theories)
adherents began to use ‘predict’ as a synonym for ‘imply’ or even for ‘allows for’. But the predicted phenomena are, in
any case, all about how people speak, and about what they regard as grammatical, correct, tautological, valid, or
alternatively, invalid or absurd. The phenomena saved, if any, are the accepted patterns of inference in a certain area of
discourse.

Is this sort of success sufficient to force us from an acceptance of 1 to acceptance of 2? I will not argue the point here,
but will just say that it does not seem sufficient to me." The alternative point of view—a modal anti-realism—is that
the success of the semantic theory consists in providing us with a family of models of discourse. Possible-world talk
can then be combined with the robust denial that there are other possible worlds—for possible-world talk is then only
a picturesque way to describe the models. Realism with respect to possible worlds asserts that these models do more
than demarcate valid from invalid inference—that in addition, each element of the correct model(s) must correspond
to an element of reality. To this reffication of models I shall return in the last section.

2. Laws Related to Worlds

Law implies necessity: if it is a law that wood burns when heated, then wood st burn when heated. This traditional
connection was also elaborated so as to make it stronger: the law is the reason for the necessity, the necessity is there
because of the law, and not conversely. The terms ‘reason’ and ‘because’ are mysterious, however. It is not clear
whether something could be necessary without following from a law—the directedness of ‘because’ may or may not be
reflected in that of ‘implies’.

David Lewis, as we saw, simply equates being (physically) necessary with being (implied by) a law. That equates law
with
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necessity, since on his account whatever is implied by laws is also a law. In this course he was not egregious.
Reichenbach defined a fact P to be physically necessary exactly if ‘the sentence describing P is a nomological sentence
in the wider sense’, the indicated class of statements being intended to consist of laws of logic, laws of nature, and their
consequences. A few years later Fitch defined the corresponding modal connective I# zs naturally necessary that to mean It
zs (logically) necessary that if L then where L stands for, he says, the conjunction of all laws of nature. Montague's treatment
in 1960 presented a corresponding semantic characterization. The form of presentation in all three cases clearly shows
that the authors take themselves to be merely making precise a common notion.”

The important innovation that gave flexibility to possible world semantics was Saul Kripke's insight that the same
square of opposition which fit ‘bare necessity”:

1. Necessarily A is true in world x if and only if A is true in all worlds
would also fit any ‘restricted necessity”:
2. Necessarily A is true in world x if and only if 4 is true in all those worlds which are possible relative to x.

Here ‘possible relative to’ is a relation, of whatever character. We require only that it be reflexive—any world x must be
possible relative to itself. For then it will follow that if Necessarily A is true, so is A itself, regardless of which world we
focus our attention on.

The relation of relative possibility is also called the ‘access relation’, in which case 2 takes the form
2. Necessarily A is true in x exactly if A is t